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A variety of computer networks are interconnected by 
gateway computers in the ARPA internetwork system. Pro- 
cesses on different networks may exchange messages with 
each other by means of an Internet Protocol which must be 
implemented in each subscriber (host) computer and in the 
gateways. The Internet Protocol is a relatively simple proto- 
col that provides for the delivery of individual messages 
(datagrams) with high but not perfect reliability. This Inter- 
net Protocol does not replace the existing protocol in any 
network, but is used by processes to extend the range of 
communications. Messages in Internet Protocol are trans- 
mitted through any individual network by encapsulating 
them in that network's protocol. This paper presents an over- 
view of the lnternet Protocol and the operation of the gate- 
way computers in the ARPA internet system. 

Keywords." l'rotocol, ARPA Net, lnternctwork, Data- 
gram, Gateway. 

1. Introduction 

The family of  c o m p u t e r  ne tworks  developed for  

the Uni ted  States  Defense Advanced  Research 

Projects  Agency ( D A R P A )  represents  one of  the 

largest and mos t  diverse i n t e r n e t w o r k  sys tems 

cur ren t ly  in ope ra t ion .  The basic app roach  to inter-  

c o n n e c t i n g  this var iety of  ne tworks  was developed 

over several years,  and has  resul ted in the  de f in i t ion  

of  an l n t e r n e t  Pro toco l  (IP) [1] .  This paper  is 

i n t ended  pr imari ly  to docun ren t  the details  of  the IP 

in the open  l i t e ra ture ,  and secondar i ly  to provide a 

b r i e f  discussion o f  the major  design t radeoffs  which  

caused the  IP to take its cu r r en t  form.  

Sect ion  2 presents  an overview of  the D A R P A  

app roach  to i n t e r c o n n e c t i o n  and the ope ra t ion  of  IP. 

Sect ion 3 details  IP's main  fea tures ,  while some addi- 

t ional  op t ions  are t rea ted  in sect ion 4. Sect ion  5 

summar izes  the IP and o the r  func t ions  pe r fo rmed  in 

die gateways which  i n t e r c o n n e c t  ne tworks .  Sect ion  6 

discusses the major  design choices  in developing IP. 

Sect ion  7 out l ines  several ques t ions  and ex tens ions  

requir ing fu r the r  work .  
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2. Overview 

Since the development of the ARPANET in the 
early 1970's, a variety of new packet switching net- 
work technologies and operational networks have 
been developed under DARPA sponsorship, including 
satellite, packet radio, and local networks. In order to 
allow processes on different networks to communi- 
cate with each other, a means for interconnecting net- 
works has been developed without requiring changes 
to the internal operation of any network. 

The method chosen for interconnecting networks 
makes minimal demands on individual networks. To 
facilitate inclusion of a wide variety of networks, 
each net is required to provide only a minimal data- 
gram level of service (i.e. to deliver individual packets 
of moderate length between its users with high but 
not perfect reliability). Networks are inter-connected 
by gateway computers that appear to be local sub- 
scribers on two or more nets. The gateways are 
responsible for routing traffic across multiple net- 
works, and for forwarding messages across each net 
using the packet transmission protocol in each net- 
work. The gateways provide a point-to-point internet 
datagram service by concatenating the datagram 
services available on each individual net. Such a 
system of interconnected networks has been called a 
Catenet [2]. 

This approach allows the interconnection of net- 
works that have significantly different internal proto- 
cols and performance. The networks in the ARPA- 
Catenet were originally designed as independent enti- 
ties. In the Catenet approach no changes are required 
in the internal functions of any network. 

Gateways provide an internet service by means of 
an lnternet Protocol (IP) that defines the format of 
internet packets and the rules for performing inter- 
net protocol functions based on the control informa- 
tion (internet header) in these packets. IP nmst be 
implemented in host computers (subscribers) engaged 
in internet communication as well as in the gateways. 
Gateways also use a gateway-to-gateway protocol to 
exchange routing and control information. 

IP provides for transmitting datagrams from an 
intemet source to an internet destination, potentially 
in another net. IP also provides for fragmentation and 
reassembly of long datagrams, if necessary, for trans- 
mission through networks with small packet size 
limits. 

IP is purposely limited in scope to provide only 
the function necessary to deliver datagrams over an 

interconnected system of networks. The functions of 
flow control, sequencing, additional data reliability, 
or other services commonly found in host-to-host 
protocols, and multidestination delivery capability or 
other services are purposely left for higher level 
protocols to provide as necessary. This allows the 
higher levels to be tailored to specific applications, 
and allows a simple and efficient implementation of 
IP. 

2.1. Place in Protocol Hierarchy 

As described above, IP functions on top of, or 
uses, the packet transmission protocol in each indivi- 
dual network. IP is used by higher level end-to-end 
protocols such as a reliable transport protocol, e.g., 
Transmission Control Protocol (TCP) [3] in the 
ARPA-Catenet or a "real time" protocol, e.g., for 
packet speech. 

As shown in Figure 1, IP is the only level in the 
protocol hierarchy where a single common protocol is 
used. By locating this point of convergence at the 
internet datagram level, the Catenet approach 
preserves the flexibility to incorporate a variety of 
individual networks and protocols providing packet 
transmission below IP, while remaining general and 
efficient enough to serve as a common basis for a 
variety of higher level protocols. With this approach, 

Transmission User 

Control Datagram 

Protocol Protocol 

\ /  
internet 

Protocol 

Network 1 Network 2 

Protocol Protocol 

Fig. 1. Protocol Hierarchy. 
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gateways need only provide datagram service, and 
remain relatively simple, inexpensive, and efficient. 

2.2. Model o f  Operation 

The lnternet Protocol provides two major func- 
tions: routing a datagram across successive networks 
to its internet destination address, and fragmentation/ 
reassembly of  large packets when needed to cross nets 
with small packet size limits. To accomplish this, an 
IP module must reside in each host engaged in inter- 
net communication and in each gateway that inter- 
connects networks. The following scenario describes 
the progress of  a datagram from source to destination 
(assuming one intermediate gateway is involved-see 
Figure 2). 

The basic notion is encapsulation. The data to be 
transmitted must pass through a variety of network 
environments. To do this the data is encapsulated in 
an internet datagram, to send the datagram through 
an individual network, it is in turn encapsulated in a 
local network packet, and extracted at the other side 
of  that network where it is decapsulated from the 
first network protocol and is encapsulated in the 
second network protocol. Thus the model is a series 
of  encapsulation/extractions, not translations. This 
encapsulation is an information preserving transfor- 
mation, all the information is preserved even if the 
individual network cannot make use of  it. 

The sending internet user (typically a higher level 
protocol module such as TCP) prepares its data and 
calls on its local IP module to send the data as a data- 
gram, passing the destination address and other 
parameters as argunrents of  the call. 

The IP module encapsulates the data in a datagram 
and fills in tile datagram header. The IP module exa- 
mines the internet destination address. If it is on the 
same network as this host, it sends the datagram 
directly to the destination. If the datagram is not on 
the same network then the IP module sends the data- 

[{OS I GA~ EWA~ 

\C  & FC 

Fig. 2. ARPA Model Transmission Path. 

HOST 

gram to a gateway for forwarding. The selection of  
which gateway to send the datagram to is an internet 
routing decision. 

The local network interface (note thal from the 1P 
point of view, all actual networks are "local" even if 
they span across the world) creates a local network 
packet with its own header, and encapsulates the 
datagram (complete with internet header) in it, then 
sends the result via the local network. 

The datagram arrives at a gateway host encapsu- 
lated in the local network packet. The local network 
interface extracts the 1P datagram and turns it over to 
the 1P module. 

The 1P module deternfines from lhe internet 
destination address that tile datagram should be for- 
warded to another host in a second network. The 
1P module uses the local portion of  the destination 
address to determine the local net address for the 
destination host. It calls on the local network inter- 
face for the second network to send the datagram to 
that address. 

If the datagram is too large to be sent through the 
second network, the IP module fragments it into 
several smaller datagrams and passes each one to the 
local net interface. 

The local network interface creates a local net- 
work packet and encapsulates the datagram, sending 
the result to the destination host. At the destination 
host, the datagram is extracted from the local net 
packet and passed to the IP module. 

The IP module determines that the datagram is for 
an internet user in this host. If the datagram is a frag- 
ment, the IP module collects all fragments of  a parti- 
cular datagram and reassembles the complete original 
datagram. It then passes the data to the user along 
with the internet source address and other informa- 
tion from the internet header. 

2.3. Additional Mechanisms 

In addition to the basic addressing and fragmenta- 
tion functions described above, IP uses four key 
mechanisms in providing its service: Type o f  Service, 
Time to Live, Options, and Header Checksum. Each 
of  these is summarized here and fully described in 
Sections 2 and 3. 

Tire Type of  Service (TOS) is used to indicate tire 
quality of  the service desired - this may be thought 
of as selecting among Interactive, Bulk, or Real Time, 
for example. The type of service is an abstract or 
generalized set of  parameters which characterize the 
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service choices provided in the networks that make 
up the Catenet. This type of service information is 
used by gateways to select the actual parameters for 
transmission through each individual network. 

The Time to Live (TTL) is an indication of the 
lifetime of a datagram. Datagrams must not be 
allowed to persist in the ARPA-Catenet indefinitely. 
This is because reliable end-to-end protocols depend 
on there being an upper bound on datagram lifetime, 
especially old duplicates due to retransmissions. The 
time to live can be thought of as a self-destruct time 
limit. 

The Options provide for control functions useful 
in some situations but unnecessary for the most 
common communications. The options include provi- 
sions for timestamps, error reports, and special rout- 
ing. 

The Header Checksum provides a verification that 
the information used in processing the datagram has 
been transmitted correctly. However, the data is not 
covered by the checksum, and may contain errors 
(see Section 2.6). If the header checksum fails, the 
internet datagram is discarded by the entity which 
detects the error. 

2.4. Relation to Other Work 

The current ARPA lnternet Protocol evolved from 
ideas suggested by Cerf and Kahn [4], and from 
contemporaneous proposals within the International 
Federation for Information Processing (1FIP) Tech- 
nical Committee 6.1 (also known as the International 
Network Working Group or INWG), in which internet 
functions and reliable transport functions were com- 
bined in a single protocol. Subsequent development 
of other high level protocols (such as packet speech) 
that needed internet services led to splitting internet 
functions and reliable transport functions into sepa- 
rate protocols (the current IP and TCP). 

The Internet Protocol used in the ARPA-Catenet 
is quite similar in philosophy to the PUP protocol 
[5] developed by the Xerox Corporation. The PUP 
protocol does not include fragmentation (leaving this 
to each local net to perform if necessary), but does 
include a third level of addressing (Ports within hosts) 
in the internet packet header. IP and PUP share the 
important principle of having a single common inter- 
net datagram protocol as a point of convergence in 
their protocol hierarchies. Both the PUP and IP 
systems use the encapsulation technique, and a 
scheme for "mutual encapsulation" has been worked 

out [6]. PUP and IP both trace their roots to a joint 
XEROX-DARPA project at Stanford University. The 
network interconnection approach used by the 
European Informatics Network [7] is also quite 
similar. 

Public packet switching networks, on the other 
hand, have chosen to use virtual circuit (VC) level of 
service as the level of interconnection, providing end- 
to-end service as a concatenation of VCs through each 
network. Since gateways must participate at the VC 
level, they are more complex and costly, and the end- 
to-end service may be less efficient and less robust. 
They are also unable to accommodate "transaction" 
type users without setting up a VC, although the 
CCITT is currently considering adding a datagram 
type of service. For further comparison of CCITT and 
Catenet approaches see [8-12J.  

In summary, the ARPA Internet Protocol supports 
delivery of datagrams from an internet source to a 
single internet destination. IP treats each datagram as 
an independent entity unrelated to any other data- 
gram. There are not connections or logical circuits 
(virtual or otherwise). There are no acknowledgements 
either end-to-end or hop-by-hop. There is no error 
control for data, only a header checksum. There are 
no retransmissions. There is minimal flow control. 
For flexibility, it is explicitly left to higher level 
protocols to provide these functions. 

3. Main Features 

The following paragraphs describe in some detail 
the mechanisms of the 1P. A summary of the contents 
of the IP header is shown in Figure 3. Further 
information may be found in the current specifica- 
tion [1]. 

3.1. Addressing 

The IP provides a two level addressing hierarchy. 
The upper level of the hierarchy is the network 
number (8 bits), and the lower level is an address 
within that network (24 bits), and is commonly 
called the host. This second level of the hierarchical 
address is sometimes called the local address. The 

details of the local address are dependent on the 
particular network. 

The local address should allow a single physical 
host to act as several logically distinct internet hosts. 
That is, there should be mapping between internet 
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3.3. Fragmentation and Reassembly 
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Fllgs Fragment Offset 
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Header Checksum 

Source Address 

Destination Address 

Fig. 3. INTERNET Protocol Header. 

host addresses and network/host interfaces that 
allows several intemet addresses to correspond to one 
physical interface. It should also be possible for 
several interfaces to accept or emit datagrams for the 
same internet address. 

3.2. Protocol Number 

The Protocol Number indicates the next level 
protocol used in the data portion of the datagram. 
This allows the internet module to demultiplex the 
incoming datagrams to higher level protocol modules 
for further processing. Hence, tire protocol number 
indicates the format for parsing the rest of the data- 
gram. Note that there is only one protocol number 
rather than a source protocol and a destination proto- 
col because, higher level protocol modules exchange 
datagrams with each other using the same protocol. 
For example, two TCP modules exchange TCP seg- 
ments via datagrams marked "TCP" in the protocol 
nunlber.  

One particular protocol number designates a multi- 
plexing protocol which allows several independent 
data blocks from possibly different higher level proto- 
col modules to be aggregrated together into one data- 
gram for transmission [ 13]. 

The 1P provides information to allow datagrams to 
be fragmented for passage through networks with 
small packet size limits and to be reassembled at the 
destination. The necessary information includes an 
identification of the fragments that belong to the 
same datagram and tire position of each fragment 
within the datagram. 

The Identification (1D) field is used together with 
the source and destination address, and the protocol 
number, to identify datagram fragments to be 
assembled together. The More Fragments flag (MF) 
is set if the datagram is not the last fragnrent. The 
Fragment Offset (FO) identifies the fragment loca- 
tion, relative to the beginning of the original unfrag- 
mented datagram. These offsets are counted in units 
of 8 octets. Hence, if a datagram is fragmented, its 
data portion must be broken on 8 octet boundaries. 
This convention is designed so than an unfragmented 
datagram has all zero fragmentation information 
(M F = O, FO = 0). 

If the Don't Fragment flag (DF) is set, then inter- 
net fragmentation of this datagram is not permitted, 
although this may force it to be discarded at a gate- 
way to a small packet network. DF can be used to 
prohibit fragmentation in cases where the receiving 
host does not wish to reassemble internet fragments. 
It is also possible that a small packet network could 
use network specific fragmentation and reassembly 
without the knowledge or involvemen! of the IP 
modules [ 14]. 

If a datagram is too large to be forwarded through 
any net, the entrance gateway breaks it into as many 
fragments as are necessary to fit within that net's 
packet size limit. Figure 4 shows a large datagram of 
452 octets being tragmented into two smaller frag- 
ments (only the header fields relevant to fragmenta- 
tion are given). Subsequent gateways may break the 
fragments into even smaller fragments if necessary 
using the same procedure. 

Datagrams arriving at the destination IP are easily 
recognizable as fragments if either MF or FO is non- 
zero. Fragments from the same original datagram are 
identified by having identical ID fields (for a parti- 
cular source, destination, and protocol number). 
Fragments are queued until the original datagram can 
be fully reassembled. Reassembly may be accom- 
plished by placing the data froln each fragment in a 
buffer at the position indicated by FO. Using the 
header information from the first fragment, the reas- 
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Fig. 4. Fragmentation Example. 
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sembled datagram is processed further just as if it had 
been received intact. If the time to live on any frag- 
ment expires during reassembly, the partially 
assembled datagram is discarded, and an error data- 
gram is sent to the source. 

A convention has been established in the current 
ARPA-Catenet that no datagrams larger that 576 
octets will be sent, and that all receivers will be 
prepared to receive a reassemble datagrams up to this 
length (unless specifically arranged otherwise). This 
number is chosen to allow a data block of 512 octets 
and a reasonable number of header octets for several 
protocol levels to be transmitted in one datagram. 
Note that the 1P header is repeated in each fragment. 
Hence, the minimum maximum packet size for any 
network in the Catenet is 20 header octets plus 8 data 
octets or 28 octets total. 

The internet fragmentation procedure allows the 
fragments to be treated as independent datagrams the 
rest of the way to their destination (even taking 
different routes), with reassembly occurring only at 
the destination. 

There is a need to uniquely identify the fragments 
of a ]0articular datagram. Hence the sender must 
choose the identification field to be unique for each 
source/destination pair and protocol number for the 
time the datagram (or any fragment of it) could exist 
in the internet. Since the ID field allows 65,536 

different values, some host may be able to simply use 
unique identifiers independent of destination. 

It is beneficial for some higher level protocols to 
choose the identification field. For example, TCP 
protocol modules may retransmit an identical TCP 
segment, and the probability for correct reception 
would be enhanced if the retransmission carried the 
same identifier as the original transmission since flag- 
ments of either datagram could be used to construct 
a correct TCP segment. Note that a retransmission 
might be routed via a different set of networks and 
gateways and also may be fragmented into a different 
number of different sized fragments. The fragmen- 
tation information permits reassembly from frag- 
ments from either copy of the datagram. 

3.4. Type o f  Service 

The Type of Service (TOS) provides a network 
independent indication of the quality of service 
desired. These parameters are to be used to guide the 
selection of the actual service parameters when 
transmitting a datagram through a particular network. 
Some networks offer several precedence levels of 
service. Another choice involves a low-delay vs. high- 
reliability trade off. Typically networks invoke more 
complex (and delay producing) mechanisms as the 
need for reliability increases. A few networks offer 
a stream service, whereby one can achieve a 
"smoother" service at some cost. Typically this 
involves the reservation of resources within the net- 
work. 

The abstract service quality parameters provided 
by IP are: 

Precedence." Indicates the importance of this data- 
gram. 
Stream or Datagram: Indicates if there will be other 
datagrams from this source to this destination at 
regular frequent intervals justifying the maintenance 
of stream processing information. 
Reliability: A measure of the level of effort desired to 
ensure delivery of this datagram. 
Speed." A measure of the importance of prompt 
delivery of this datagram. 
Speed over Reliability: Indicates the relative 
importance of speed and reliability when a conflict 
arises in achieving both. 

3.5. Time to Live 

The Time to Live (TTL) indicates the maximum 
time the datagram is allowed to exist in the Catenet. 
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As a datagram moves through the Catenet the TTL is 
decremented. If the TTL reaches zero the datagram 
should be discarded. The intention is to cause long 
delayed or undeliverable datagrams to be discarded. 
Guaranteeing a maximum lifetime for datagrams is 
important for the correct functioning of some higher 
level protocols such as TCP, and to protect the 
Catenet resources. 

This field should be decreased at each point that 
the internet header is processed to reflect the time 
spent processing the datagram. Even if no informa- 
tion is available on the time actually spent, the field 
should be decremented by 1. The time is measured in 
units of seconds, and the maximum TTL is 255 
seconds. 

3. 6. Checksum 

The IP provides a checksum on the header only. 
Since some header fields may change (e.g., TTL, MF, 
FO), this is recomputed and verified at each point 
that the internet header is processed. This is a hop-by- 
hop checksum. 

This checksum at the internet level is intended to 
protect the internet header fields from transmission 
errors. If the internet header contained undetected 
errors, misrouting and other unanticipated behavior 
could result. There may be applications in which it is 
desirable to receive data even though there are a few 
bit errors. If the IP enforced a data checksum and 
discarded datagrams with data checksum failures such 
applications would be restricted unnecessarily. 

The checksum is computed as the 16 bit one's 
complement of  the one's complement sum of all 16 
bit words in the header. For purposes of  computing 
the checksum, the value of  the checksum field is zero. 
This checksum is simple to compute and has been 
adequately reliable for usage to date, but it is provi- 
sional and may be replaced by a CRC procedure, 
depending on further experience. 

The Total Length (TL) is the length of  tile data- 
gram, including internet header and data. There are 
several protocol options, some of  which are discussed 
in the next section. 

4. Additional Features 

The following optional mechanisms are available 
in the IP for use when needed. 

4. l .  Source Routing 

The Source Route  option provides a means for 
the source of  a datagram to supply routing informa- 
tion to be used by the gateways in forwarding the 
datagram to the destination. 

As described above, routing at each gateway is 
based on the internet address in the destination field 
of the datagram header. If the source routing option 
is used, a series of additional internet addresses will 
be present in the option field. When the address in 
the destination field has been reached and the source 
route is not empty, the next address from the source 
route becomes the new destination (and is deleted 
from the source route list). 

Host Gate,a) 

HOSt 

3.7. Header kbrmat  

In addition to the main features discussed above, 
the IP includes the following items in the datagram 
header: 

A Version Number  (VER) which indicates the 
version of  the IP in use, and hence the format of  the 
internet header. 

The Internet  Header Length (IHL) is the length of  
the internet header and thus points to the beginning 
of the data. 

Source  R o u t i n g  

S tanda rd  R o u t i n g  
Leavmg A 

FROM A Leaving A 

TO B FROM: A 
SR DE TO: E 

Lea~,ng B Pas=mg through C 
FROM A FROM: A 

TO D ]'0: E 

SR E Arriving ef E 
Leav'ng D FROM A 

FROM A TO: E 
TO: E 

Arrwlng at E 
FROM: A 

TO: E 

Fig. 5. Source Routing Example. 



268 J.B. Postel et al. / The ARPA Internet Protocol 

Thus, the source specifies a series of  points the 
datagram must pass through on the way to its final 
destination. Normal internet routing is used to reach 
each of these points in turn, and the datagram may 
pass through a number of intermediate points 
between the specified addresses. Source routing may 
be used to specify routes to networks that are not 
known to the full internet system. 

In Figure 5 an example of source routing is shown. 
Here host A is sending a datagram to host E. The 
normal routing would most likely be through the 
gateway C. We assume the user at host A would 
prefer in this case to have this datagram routed 
through gateways B and D. The Figure shows the 
address information at each step along the route. 

4.2. Return (or Record) Route  

The Return Route  option provides a means to 
record the route taken by a datagram. A return route 
is composed of a series of internet addresses. When an 
IP module routes a datagram and the return route 
option is present, the gateway inserts its own inter- 
net address (in the environment of the next destina- 
tion) into the return route option data. 

4.3. Error Repor t  

The Error Report  option is used to report an error 
detected in processing a datagram to the source. A 
code indicates the type of error detected, and the ID 
is copied from the datagram in error, and additional 
octets of  error information may be present depending 
on the error code. If a datagram consisting only of 
an error report option is found to be in error or must 
be discarded, no error report is sent. 

Error codes are defined to report the following 
conditions: (0) No reason given, (1) Not Accepted - 
no program at the destination will accept the data- 
gram, (2) Fragmentation P r o b l e m -  the datagram 
cannot be delivered without fragmenting and the DF 
flag is set, (3) Reassembly P r o b l e m -  the datagram 
cannot be reassembled because there are missing frag- 
ments and the time to live has expired, and (4) Gate- 
way Conges t ion-  the datagram was discarded to 
relieve congestion. 

5. Gateway Functions 

This section summarizes the tasks performed by a 
gateway; which are, interfacing to the local networks, 
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Network 

Fig. 6. Gateway. 
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and performing the 1P functions. 
The actual interconnection of  networks is 

performed by gateways which are computers con- 
nected as hosts on several networks (see Figure 6). 
Messages are communicated across networks by using 
the protocols and conventions of the individual net- 
works. While traversing each network the IP datagram 
is encapsulated within the local network protocols. 
At the gateway the 1P datagram is decapsulated and 
examined by the gateway to determine how to route 
this datagram, and what local network options to use, 
if any. The gateway handles issues of  routing, frag- 
mentation (if the local network cannot handle regular 
size datagrams), error reporting and control, and 
interfacing to local networks. 

The essential purpose of a gateway is to forward 
each datagram toward its destination. The key deci- 
sion a gateway must make is the routing decision. 
When a gateway receives a datagram it must use the 
destination address in the lP header along with rout- 
ing information stored in the gateway to determine 
where to send the datagram. 

The routing information stored in the gateway 
may be relatively static (changed only by manual 
intervention) or dynamic (changed automatically). 
Both cases are allowed in the ARPA-Catenet system. 
The discussion of the techniques for dynamically 
updating the routing information are described by 
Strazisar [ 15 ]. 

Another important task of  a gateway is to encap- 
sulate datagrams for transmission through the next 
network, using that network's existing message trans- 
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fer protocol. This involves adding an appropriate 
message header (and perhaps trailer), to the datagram. 
The gateway must interpret the type of service field 
of tile IP header to select the appropriate service in 
the next network. 

The gateway decreases the TTL to account for the 
time elapsed since the TTL was last adjusted. This is 
an estimate of the time spent in transmission and 
processing. If  this reduces the TTL to zero the gate- 
way discards the datagram. 

If the datagram is larger than the maximum packet 
size of  the next network, the gateway may fragment 
it into pieces that will be sent separately. 

If the gateway must discard a datagram due to 
congestion or errors in processing the datagram {such 
as an unknown or currently unreachable address), it 
sends an error report datagram to tile source of the 
discarded datagram. 

Of course, the gateway verifies the 1P header 
checksum on every datagram it receives before pro- 
cessing it. If the check fails the datagram is discarded 
with no notification to the source or adjacent gate- 
way. Since some of the IP header information is 
changed during gateway processing (e.g. TTL), the 
gateway computes a new IP header checksum before 
sending it on. 

Each datagram can be processed completely 
independently of other datagrams. The provision of 
error recovery, sequencing, or flow control functions 
are left for end-to-end protocols, and the gateway 
does not maintain any status information or dedicate 
any resources for individual virtual circuits. Indeed, 
the gateway is unaware of any details of  the higher 
protocol levels. 

6. Design Decisions 

The key decision in the design of  the ARPA Inter- 
net Protocol is the choice of a datagram basis rather 
than a virtual circuit basis. Using datagrams as the 
basis of communication in the Catenet permits the 
use of simpler gateways since they are not required to 
maintain state information about the individual 
virtual circuits, and allows the end-to-end communi- 
cation to continue via alternate routing if a gateway 
fails. 

Using datagrams as the basic communication ser- 
vice allows the construction of virtual circuit style 
end-to-end services (e.g., TCP), and other services. In 
the DARPA research program there are needs for 

other styles of communication service. For example, 
the packet speech requires a service which provides 
minimal delay even at the cost of a few dropped 
messages. Such a service can be built on a datagram 
base, but not on a virtual circuit base. For more detail 
on tile tradeoff between a datagram base and a virtual 
circuit base for communications see references 
[s 12]. 

This choice of a datagram base for the operation 
of the Catenet results in the separation of the internet 
protocol from the end-to-end protocols in general and 
TCP in particular. The early proposals for TCP did 
not focus clearly on the responsibilities of tile gate- 
ways and did not allow for alternate styles of com- 
munication service. Once these needs were apparent 
the protocol functions were separated into distinct 
layers. 

The decision to use the encapsulation/decapsula- 
tion technique to send the IP datagrams through local 
nets was made to maximize individual networks' 
autonomy, and to avoid the need for modifications of  
individual networks (particularly in the area of rout- 
ing) to support internet traffic [10]. 

The decision to fragment datagrams in gateways as 
they pass from a large packet network into a small 
packet network, but not reassemble the fragments 
until they reach the destination host, allows simpler 
gateways and minimizes die delay in the Catenet. The 
alternate approach of  reassembly in the next gateway 
is explo,ed in reference [14]. 

Perhaps the most difficult design decision was the 
choice of  the address size and structure. The size of 
die address field is a compromise that allows enough 
addresses for the anticipated growth of the Catenet 
yet is not an excessive overhead burden. The structur- 
ing of  the address into network and host fields allows 
the gateways to process datagrams destined for 
distant networks on the basis of just the network 
field. This field separation also reflects an administra- 
tive delegation of the address assignment function. 

In addition to tire address, IP carries additional 
address or multiplexing information in the protocol 
field. This indicates which next level protocol should 
be used to interpret this datagram. Most of  the higher 
level protocols have further multiplexing information 
called por t s  in their headers. The IP approach to 
addressing may be characterized as hierarchical [10]. 

An option in IP supports tile concept of source 
routing. This means a source may specify a series of 
addresses which are used in turn until the ultimate 
destination is reached [10]. The decision to include 
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this feature was motivated by the realization that 
many small networks may be interconnected to the 
Catenet via ad hoc arrangements, and destinations in 
such networks (or such networks themselves) may be 
unknown to gateways in the general Catenet. 

IP uses a Time To Live which is decremented by 
each gateway by at least one unit (more if the data- 
gram is delayed in the gateway for a substantial time). 
Other protocols use a hop count which is incre- 
mented by each gateway [5]. The practical difference 
is small, though the time to live approach remains 
effective as the size of  the network changes, and 
allows the source to specify a maximum life for the 
datagram. 

7.3. Multiple Destinations 

Another addressing issue is provision of a capabil- 
ity to send datagrams to a number of  destinations at 
once. Broadcast to all is, of course, the ultimate 
multi-destination, but " to all" is easier to handle then 
"to some." This capability is inherent in the techno- 
logy of  some networks (e.g. satellite, ring, and Ether- 
nets) but there is no provision in the current IP for 
such nmltidestination addressing. These is work 
underway in the ARPA community on an internet- 
work digital packet speech conferencing experiment. 
A protocol called ST developed for that experiment 
does contain a multidestination capability [17]. 

7. Research Issues 

7.1. Multiple Addresses 

There are several issues related to more flexible 
addressing that the current IP does not deal with. One 
case is a host with two (or more) internet addresses, 
either on one network or even on different networks. 
Sometimes this serves to distinguish between logically 
separate hosts, but in other cases it is desirable to 
consider both addresses as the "same place" as far as 
higher level protocols are concerned. It is not clear 
how a gateway could know when or how to route 
messages sent to one address to another address (e.g. 
if the first address was unreachable). A particularly 
difficult example of  this problem is a mobile packet 
radio which moves from one network to another 
while trying to maintain unbroken communication. 

7.2. Local Networks 

A second issue is the addressing of local networks. 
There will soon be a large number of  local networks 
(e.g., networks within one building or on a campus) 
wishing to use the ARPA-Catenet for long distance 
interconnection. It seems unreasonable that every one 
of these should have the same status as a nationwide 
network, with all gateways responsible for maintain- 
ing routing information about them. It may be 
preferable to introduce another level in the addressing 
hierarchy, or to combine a gateway plus internal 
address for such nets in the local address field of IP 
addresses [16]. 

7.4. Naming/Addressing/Routing 

The mapping of  character string names that are 
convenient for people into internet addresses is often 
a problem. This can be eased by the provision of  a 
"directory assistance" service or name server [18]. A 
name server is a service with a table of name/address 
correspondences. When the name server is sent a 
query about a name it responds with the name and 
corresponding address(es). Directory services can be 
provided in a centralized and/or distributed fashion.. 
For a further discussion of  the roles of names, 
addresses, and routes see [19]. 

7.5. Congestion Control 

Congestion control is a problem for any network. 
The gateways may be viewed as nodes of  the Catenet, 
nmch as IMPs are the nodes of  the ARPANET. As 
internet traffic increases, gateways may become over- 
loaded, even while the individual networks con- 
necting them are enforcing their own congestion 
controls. Thus there may be a need for an internet 
congestion control mechanism which is effective with 
the datagram mode of operation in the Catenet. 
Several methods such as isarithmic control, buffer 
categories, and "choke" packets [20] have been pro- 
posed for such environments. The ARPA gateways 
implement a simple strategy of notifying the source 
when a packet must be discarded due to congestion. 

7.6. Monitoring and Adminstrative Control 

Accounting is another basic internetworking 
requirement. Traffic statistics are useful for monitor- 
ing and control purposes, and are easily collected by 
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the gateways either on a net-to-net basis, or with 

more detail by internet source/destination pairs. 

Volume of packets and/or bits can be collected by a 
set of counters, and periodically dumped to a Catenet 
monitoring and accounting center. A gateway moni- 
toring and control center is now operating to coordi- 
nate the collection of these statistics [21]. 

8. Conclusions 

Tile ARPA lnternet Protocol provides a common 

base for supporting higher level protocols in a net- 

work independent nmlti-network environment. The 

datagram basis of the internet protocol has allowed 

the tlexible evolution of a variety of application 
specific higher level protocols while allowing simple 

gateways to interconnect networks. The principle of 
encapsulation for transmission through individual 

networks is essential for the provision of internet 

service over a variety of networks without requiring 

changes to each networks' internal operation. 
As of August 1980, IP is implemented in 12 gate- 

ways interconnecting 10 networks, including packet 
radio, satellite, local nets, and the original ARPA- 
NET. Gateways are typically PDP 11/40 or 11/03 

processors with limited memory. High level protocols 
including TCP, terminal access (Telnet), and file 
transfer (FTP) are in use above IP. Transaction 
oriented services such as directory assistance (Name 
Server) are also in use. Other applications are under 

development. 
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