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INTRODUCTION TO RADAR
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RADAR

ar is an electromagnetic device for the detection and location
. of reflecting objects such as aircraft, ships, satellites and the natural
environment. It operates by transmitting a known waveform, usually a
series of narrow pulses, and observing the nature of the echo signal
reflected by the target back to the radar. In addition to determining
the presence of targets within its coverage, the basic measurements made
by a radar are range (distance), and angular location. The doppler
frequency shift of the echo from a moving target is sometimes extracted
as a measure of the relative velocity. The doppler shift is also impor-
tant in CW (continuous wave), MTI (moving target indication) and PD
(pulse doppler) radars for separating desired moving targets (such as
aircraft) from large undesired fixed echoes (such as ground clutter).

The doppler freguency shift is also sometimes employed to achieve the
equivalent of good angular resolution. In addition to the usual measure-
ments of range, angular location, and relative velocity, radar can obtain
information about a target's size, shape, symmetry, surface roughness,
and surface dielectric constant.

The origins of radar go back to the pioneering experiments of Heinrich
Hertz in 1886 who demonstrated the similarity of radio waves and light.
Hertz showed that radio waves could be reflected (scattered) from objects
on which they impinge. This is the fundamental mechanism of radar.

Based on these experiments, C. Hulsmeyer in Germany patented and demonstrated
in 1904 a "Hertzian-wave" echo-location device for the detection of

ships. Although the components used in his device were primative by

modern standards, the basic concept and philosophy were like that of a
classical radar. Radar did not evolve from the early work of Hulsmeyer
since there was no serious need for it until much later, when the develop-
ment of military aircraft progressed in the 1930s to where it represented

a significant new threat. The maturing of the aircraft as a military
weapon then lead to the independent and almost simultaneous re-invention

of radar in many countries as a means for the detection and tracking of
aircraft. The demands of World War II accelerated the practical deployment
of radar. 1Its development and improvement have been continuous ever since.

Radar has found many important applications. It is widely used for
air traffic control, both for the detection of aircraft in flight and
the control of aircraft moving on the airport grounds. Radar technology
also forms the basis for aircraft navigation and landing aids, as well
as for cooperative beacon systems (such as secondary radar, IFF, ATCRBS,
and DABS). On board aircraft, radar is used for weather avoidance, terrain
avoidance, and navigation. It is widely found on ships of the world for
piloting and collision avoidance. Large, ground-based radars are employed
for the surveillance and tracking of satellites and ballistic missiles.




On board spacecraft, radar has been used for landing, rendezvous and
dockinc. It has been proposed for the survey from space of agriculture
and forestry resources, and the monitoring of sea and ice conditions.
It is used for the ground-based observation of the weather and for the
investigation of extraterrestrial phenomena such as the ionosphere,
meteors, and aurora. The study of birds and insects has also benefited
from the application of radar. Radar is used in law enforcement for
the detection of intruders and for the speed measurement of vehicles.
The military, whose support has made possible most of radar's major advances,
extensively employ radar for surveillance, navigation, and the control
and guidance of weapons.

The "typical" ground-based radar for the long-range detection of
aircraft might operate at a wavelength of about 23 cm and radiate a peak
power of about a megawatt (with an average power of several kilowatts)
from an antenna about 10 meters in width rotating at 5 or 6 rpm. The
early microwave radars used a magnetron oscillator as the transmitter.

It is still widely used; but when high average-power or controlled-
modulation waveforms are required, the transmitter is often a power
amplifier like the klystron, traveling-wave tube, or crossed-field
amplifier. The solid-state transmitter, usually based on the transistor,
is also used for its potential in increasing reliability and maintain-
ability. Low-noise receivers, such as the transistor or the parametric
amplifier, have also found their way into modern radar practice. The
impressive advances in solid-state digital circuitry made in recent

years have resulted in significant new capabilities in radar signal
processing and data processing. Sophisticated doppler processing techniques
for MTI radar have been reduced to practice because of the availability

of low cost, small-size digital processing technology. Another significant
example of the benefits.of advances in digital circuitry is in the
automatic detection and tracking (ADT) of aircraft targets. A single
operator observing the output of a standard PPI radar display might be

able to track but a handful of aircraft. However, the small size and low
cost of digital computers make it possible to automatically detect and
accurately track several hundreds of aircraft simultaneously so as to
present to the operator fully processed tracks rather than raw radar

data. The parabolic reflector antenna has been and will continue to be

the antenna most commonly employed with operational radar systems.

However, the phased array antenna with agile beam steering controlled by
electronic phase shifters has been of interest for radar applications
because of the ease and rapidity with which its beam can be pointed
anywhere within its coverage. The large cost and complexity of electronically
steered phased array antennas have limited their application. Limited
phased arrays whose beam is scanned over limited angular regions are

more practical and have seen wide use as 3D air-surveillance radars,
aircraft landing radars, and hostile-weapons location radars.
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The rance resolution of a radar can be of the order of a fraction
of a meter, if desired; but the beamwidths that are practical with a
microwave antenna limit the rescolution in the angle coordinate (or
cross-range dimension) to many orders of magnitude greater than this.
It has been possible to synthesize the effect of a large antenna and
thus overcome the cross-range limitation by employing the radar on a
moving vehicle (such as an aircraft) and coherently storing the received
echoes in an electronic or photographic memory for a time duration
equivalent to the length of a large antenna. This technique for
achieving cross-range resolution comparable to the resolution which can
be obtained in the range dimension is called synthetic aperture radar
(SAR). The output of such a radar is a map or image of the target
scene. The use of a stationary radar to image a moving or rotating
tarcet by usinc resoclution in the doppler domain is called inverse SAR.
It has been employed, for example, to image the surface of the planet
Venus under its cloud cover.

Radar is generally found within what is known as the microwave
region of the electromagnetic spectrum. It is possible, however, to
apply the radar principle at HF frequencies (from several megahertz to
perhaps 30 megahertz) to obtain the advantage of long "over-the-horizon"
ranges by refraction of the radar waves in the ionosphere. Aircraft can
be detected by one-hop ionospheric propagation out to ranges of about
2000 nmi. Radar has also been considered for use at frequencies higher
than the microwave region, at millimeter wavelengths. Laser radars
are found in the IR and the optical region of the spectrum, where they
offer the advantage of precision range and doppler frequency measurement.




MAJOR DEVELOPMENTS IN RADAR BY DECADES

1930’s - EARLY DEVELOPMENT OF THE BASIC CONCEPT OF RADAR
1940's - MICROWAVE RADAR

1950’s - COHERENT RADAR, INCLUDING SYNTHETIC APERTURE AND MTI
1960’s - DiciTAL PROCESSING, HF OTH RADAR

1970’'s - EXTRACTION OF INFORMATION, OTHER THAN LOCATION, FROM ECHO SIGNALS
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Basic Radar Measurements

lLccix ,m'/ 1,
he following measurements can be made by radar:

Range - The accuracy of the range measurement is determined by the
signal bandwidth. Accuracies of a few centimeters at a distance
of several tens of miles are possible, with the basic limitation
being the accuracy with which the velocity of propagation is
known. ZT = 1 wI9K B wWIH pechiCaly,

Range rate - The doppler frequency shift provides a direct measure
of the relative velocity. The longer the duration of the signal
and the higher the fregquency, the more accurate is the measurement.
In radar the doppler frequency shift is often used to separate
desired moving targets from undesired fixed targets (clutter). ”f:I
The doppler frequency shift is also important for some types of ol
radar imaging. (&~ ALSC GAT  opTHCCOWAL RATIL ., BUT DIFfCYCS
: 2 I vIxTIVK ,Vr: frs 7)) : ' NC— 2P
Angle of Arrival - The angular location of the target is determined 55— 3 D
by use of a directive antenna. The larger the size of the antenna
aperture (measured in wavelengths) the more accurate the measurement.
o ) g il 190 = (oled.
The above three measurements are what are normally made by a radar. They
assume the target is a point scatterer, i.e., of infinitesimal size. When
the target is distributed, of finite size, the following measurements apply:

Size - This is generally determined by use of a short pulse, or its
equivalent (pulse compression). A measure of size can also be
obtained by examining the variation of radar cross section with
frequency.

Shape - The observation of the radar cross section from different
aspect angles provides shape. Imaging of the target in range
and angle also provides shape. — '*“y@ﬂ\j P
— ofnéhe Gl ApEFr=arE
Change of shape - This is provided by the time variation of the
radar cross section. A classical example is the modulation
of the echo by aircraft propellers or jet engines.

Symmetry - The symmetry of a scattering object can be determined
from observation of the target as a function of the polarization
(direction of the electric field) of the radar signal. Symmetrical
targets are insensitive to changes in polarization, asymmetrical

targets are not. CI-CUFAR USB2 T6 I~ e v~ T X ey sons




In addition, the following two measurements can be made that describe
something about the nature of the scattering material:

Surface roughness - The scale of surface "roughness" is measured
in terms of the wavelength. When the surface variations are
small compared to the wavelength, it is smooth. When it is
large compared to the wavelength, it is rough. Measurements
of backscatter as a function of wavelength can indicate the
scale of surface roughness. ( AP "/]Wjéj

Dielectric constant - The reflection coefficient of a scattering
surface depends on the dielectric constant. The measurement
of the dielectric constant of a radar scatterer is difficult
since it is necessary to know the surface roughness, shape,
and the loss tangent. This is not a usual measurement in
radar. However, the dielectric constant of the moon's surface
was estimated many years ago from a series of radar measurements.
The radar estimate was consistent with that measured with the
moon rock samples brought back by Apollo. The measurement of
dielectric constant is also of interest to NASA for estimating
the soil moisture from a satellite-borne radar.
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STANDARD RADAR-FREQUENCY LETTER BAND NOMENCLATURE

SPECIFIC RADIOLOCATION

BAND NOMINAL (RADAR) BANDS BASED ON
DESIGNATION FREQUENCY RANGE ITU ASSIGNMENTS FOR REGION 2
HF 3.30 MHz T
VHF 30-300 MHz 138-144 MHz P15 wemiok lty U3,
. 216925 Apak ok,
? UHF 30C-1000 MHz 420-450 MHz
890-942
L 1000-2000 MHz 12151400 MHz
s 2000-4000 MHz 2300-2500 MHz e )
27003700 2724 z9ee 2 MIE
& 4000-8000 MHz 5250-5925 MHz B
X 8000-12 000 MHz 8500-10 680 MHz % % 7
Ky 12.018 GHz 13.4-14.0 GHz
15.717.7
K 18-27 GHz 24.05.24.25 GHz
Ka 27-40 GHz 33.4-36.0 GHz
mm 40-300 GHz
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APPLICATIONS OF RADAR

* AIR TRAFFIC CONTROL Lowhl e 2 ee
— AIRPORT SURVEILLANCE RADAR (ASR) — AIR ROUTE SURVEILLANCE RADAR
(ARSR) — AIRPORT SURFACE DETECTION EQUIPMENT (ASDE) — LANDING RADAR
(GCA OR PAR)  piACow Tikn 5PenPlke e5e - A

¢ AIRCRAFT NAVIGATION
— WEATHER AVOIDANCE — TERRAIN AVOIDANCE — TERRAIN FOLLOWING — RADAR
ALTIMETER — DOPPLER NAVIGATOR—GROUND MAPPING

e SHIP SAFETY
— PILOTING AND COLLISION AVOIDANCE — HARBOR SURVEILLANCE

*SPACE . A
— RENDEZVOUS AND DOCKING — LANDING — SATELLITE SURVEILLANCE AND
TRACKING — EARTH OBSERVATION
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APPLICATIONS OF RADAR (Cont’d)

* REMOTE SENSING

— WEATHER — RADAR ASTRONOMY — IONOSPHERIC SOUNDER — EARTH
RESOURCES SURVEY — OCEAN CONDITIONS — INDUSTRIAL MEASUREMENTS —
ORNITHOLOGY — ENTOMOLOGY

* LAW ENFORCEMENT ‘
— INTRUSION DETECTION — POLICE SPEED METER

¢ INSTRUMENTATION
— RANGEINSTRUMENTATION — SURVEYING

~ ® MILITARY
— SURVEILLANCE — NAVIGATION — CONTROL AND GUIDANCE OF WEAPONS —
RECONNAISSANCE — DAMAGE ASSESSMENT — FUZING — NON-COOPERATIVE
TARGET RECOGNITION
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Scattering from a Sphere

Scattering of electromagnetic energy results from discontinuities
in the dielectric constant of the scattering object that are comparable
to the radar wavelength. For example, the echo from a smooth, metallic
sphere whose radius is large compared to the wavelength occurs from a
small spot (the first Fresnel zone) on the tip (Fig. la). For scattering
to occur from the entire sphere the surface would have to be rough, or
diffuse (Fig. 1lb), such as is a white billiard ball or the full
moon when viewed at optical frequencies. When the radius of the sphere
is comparable to the radar wavelength, there is a contribution to the
backscatter due to a creeping wave that circles around behind the sphere
as shown in Fig. lc. This creeping wave causes constructive and destruct-
ive interference with the direct reflection so that the backscatter
varies periodically as a function of a/A. The classical description of
the scattering from the sphere as a function of wavelength is sketched
in Fig. 1d.

Some of the energy incident on a non-metallic (dielectric) sphere
is reflected similar to that of a metallic sphere, but reduced by the
reflection coefficient of the dielectric. Some energy penetrates the
body of the sphere where it is partially reflected from the opposite
side (Fig. 2a). This partially reflected component interferes with the
direct backscatter from the front surface to produce a back-scatter
cross section that depends on the size of the sphere, the dielectric
constant, and the loss in propagating through the dielectric material.
An example of the variation of the scattering from a dielectric sphere
is shown in Fig. 2b.
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TYPES OF RADARS

8 PULSE - CONVENTIONAL RADAR,

8 HIGH=RANGE-RESOLUTION = RESOLUTION FROM A FEW CENTIMETERS TO SEVERAL METERS,
USEFUL FOR SEEING DESIRED TARGETS IN CLUTTER, CAN USE PULSE COMPRESSION,

¢ CN (CONTINUOUS WAVE) = USES DOPPLER FREQUENCY SHIFT TO SEPARATE MOVING TARGETS
FROM FIXED CLUTTER.

g a 2v.cosf . vp(kts)
¢ A A (m)

& FM=CW = FREQUENCY MODULATED CW, GENERALLY OF HIGH RANGE RESOLUTION BUT NO
DOPPLER EREQUENCY SHIFT UTILIZED,

6 MTI - MOVING TARGET INDICATION, A PULSE RADAR THAT EXTRACTS DOPPLER FREQUENCY
SHIFT TO SEE MOVING TARGETS IN CLUTTER.

¢ PULSE DOPPLER = AN MTI WITH A SUFFICIENTLY H1GH PULSE REPETITION FREQUENCY
TO AVOID AMBIGUITIES IN DOPPLER.

¢ SYNTHETIC APERTURE (SAR) = AN AIRBORNE IMAGING RADAR CAPABLE OF MIGH
RESOLUTION IN BOTH RANGE AND ANGLE; CAN BE 3 M RESOLUTION,

R UV PRI WPy LU P RSeY
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' Abstract—Use of primary radars for air traffic control (ATC) is dis-
.cussed. The location and the parameters of various ATC radars are
:d2scribed. The clutter environment (land clutter, birds, automobiles,

INTRODUCTION

RIMARY radars are utilized by the Federal Aviation Ad-
ministration (FAA) to provide control of air traffic, in
4addition to the beacon system (referred to as secondary

5:4 radars, and 200-mi air route surveillance radars. Specifically,
.4 these radars are used to: 1) control nonbeacon equipped air-
Jcraft; 2) control aircraft with nonfunctioning beacons; 3)

k15) provide weather information to the weather bureau in
74 parts of the US.

£4 There are approximately 124 ASR radars and 80 ARSR
€9 radars installed in the United States[1]. The locations, includ-
ing future authorized locations, are shown in Fig. 1 and 2.

%‘" have, however, been continually upgraded and currently are
o4 represented by 4 typical configurations, the ASR-6, ASR-7,
| $4ARSR-2, and FPS-66. In addition to the existing tadars, the
- ¥1 ASR-8 and ARSR-3 are currently being procured. Major char-
# acteristics of these radars are shown in Table I. Note that of
the existing radars, only the ASR-7 has digital signal processing
#4 and solid-state circuitry.
The radar system coverage diagrams for the ASR-7 and the
{ ARSR-2 are shown in Figs. 3 and 4. The coverage represents
e approximately 80 percent blip/scan ratio on a small jet
#] aircraft.

HisTory
In February 1949, the Civil Aeronautics Administration

commercial aircraft to use radar as a primary aid. This ap-
# proval applied specifically to aircraft operating in the terminal
Harea in inclement weather. The long-range (enroute) radar
4 program began in 1953 with the commissioning, at Washing-
4ton, D.C., of a microwave early warning (MEW) radar. The
Jorocurements of the existing modern enroute ATC radars

3 Manuscript received October 25, 1972; revised November 8, 1972.
The author is with the Raytheon Company, Wayland, Mass.

These radars have been procured over the last 20 years. They
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Radar Technology Applied to Air Traffic
Control

WILLIAM W. SHRADER

began in 1956 (the ARSR-1) and in 1957 (the ASR-%). OF
significant interest is that, with the exception of zntenna
techniques, there has been no major improvement in ths radar
system concepts for air traffic control since 1956. For ex-
ample, the ARSR-1 utilized a two-pole two-zero rscursive
moving target indicator (MTI) filter, which is conczptually
identical to the MTI filter to be used in the ARSR-3 now
being procured. Of course, solid-state and digital techniques
will improve the reliability of the new systems, but the basic
MTI performance capability will not change, for the reasons
discussed in this paper. Of the approximately 200 ATC
tadars now in use, 90 percent of them utilize quarz delay
lines for their MTI delay elements and vacuum-tube circuits
throughout. Although the use of digital techniques doss not
inherently increase the MTI capability, the analog systems
drift out of adjustment over a period of time. Thus, digita!
techniques result in improvement in the average performance
obtained in the field.

SIGNAL-PROCESSING PERFORMANCE

Emerson [2] and others predicted the performance of multi-
ple delay feedback cancelers used in the ATC radars in a
variety of clutter environments. The ATC radars fail to cancel
clutter perfectly for two principal reasons: 1) the modulation
of the clutter introduced by scanning of the radar antenna:
2) motion of the “fixed” clutter, primarily due to motion of
the grass, trees, and leaves in the wind. In addition, wzather
clutter often fails to cancel because the average Doppler fre-.
quency induced by the wind falls outside the clutter rejection
notch of the MTI filter. Barlow [3] and Grisetti ez ol [4]
predicted the performance of these radars in the various types
of clutter. The clutter spectra had been measured, and by as-
suming linear signal processing, predictions were mads of
clutter residue at the system output.

When these multiple-delay MTI radar systems were built,
they failed to perform as well as predicted. The MTI proces-
sing systems were much more severely limited by scaaning
modulation than had been expected. That is, with the antenna
stationary, the clutter canceled well, but with the aniznna
rotating, the MTI improvement factor was as much as 20 dB
worse than predicted. This fact was not discussed in the
technical literature until 1967 [5] probably because no man-
ufacturer would admit less MTI performance than was univer-
sally expected from such configurations.

Two other factors that may have obscured the actual perior-
mance being obtained from MTI radars are explained in the

following.
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VHF (30 to 300 MHz)

137-144 MHz
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UHF (300 to 3000 MHz)

420-450 MHz
890-940 MHz

Economical surveillance radar with good
MT| and free from weather.

Detection and tracking bf/extraterrestrial'
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L Band (1000 to 2000 MHz)

1215-1400 MHz

Popular for aircraft-surveillance radar

Extraterrestrial detection and precision track
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S Band (2000 to 4000 MHz)

g oy 2300-2550 MHz ] s
# \ / 4 /
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_ _ Chay Gl Phasy
Moderate-range aircraft surveillance 1 IBT Agvaay
al H I~ CIC
Height-finding K7 el
Combined surveillance and track-while-scan
Shipboard multifunction weapon control
Terminal defense ABM
. AG S5C e
Low environmental noise
Land-based weather observation
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C Band (4000 to 8000 MHz)
5255-5925 MHz

Precision, long-range tracking

Lahdbased multifunction weapon control




X Band (8 to 12.5 GHz)
8500 to 10,700 MHz

Tracking and missile guidance
Ship navigation
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Airborne weather-avoidance » N~ Yhp BRITFR-
Intrusion detection
Hostile-weapons location

Precision approach



K Bands (12.5 to 40 GHz)

13.4 to 14.4 GHz

15.7 to 17.7 GHz KU
23 to 24.25 GHz K
26.5 to 40 GHz Ka

Military airborne radar
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CARRIER- FREQUENCY

100l MHz VHE UHE 1 GIHz L ¢ IO)ﬁGHz (, K, 100 lGHz
| | ARSR ASR | |
2D AIR SuRvEILLANCE 3D AIR SwRv,
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Surrace Weapon ConTROL
ABM ABM A1rBORNE WEAPON CONTROL
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SPECTRAL BANDWIDTH REQUIREMENTS IN RaDAR
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! the major advun « and hmitations of earh frequency band are
described - divisions between the frequency regions defined here are not as
sharp in practice as 1s the precise nature of the nomenclature.  The following general-
1zations are ondy appreximate representations of radar practice and should not be
interpreted too rigidly.

Lower than HF (below 3 MHKz) At the long wavelengths a significant portion of the
radiated encrzy can be propagated by difiraction beyond the radar horizon.  This is
somctimes called the ground ware, or the surface wave. The lower the frequency,
the less is the attenuation of the diffracted wave. The advantage of this mode of
propagation is that the wave essentially follows the curvature of the carth.  Because
of the large antennas required for directive beams, the high ambient noise level,
unwanted echoes (clutter) fromi ground objects, and the crowded electromagnetic
spectrum, the frequencies below HF are not attractive for general radar application.

HF (3 to 30 MHz) The first operationsl radar system installed by the British just
prior to World War I] radiated in the HF band at a frequency between 22 and 2~ MHz.
Thesc were the radars that provided detection of aircraft during the Battle of Britain.
They operated at this frequency not because it was optimum for the application but
because it was the highest frequency at which reliable high-power components were
then available. The choice of this nonoptimum frequency reflected the often-quoted
“Cult of the Imperfect” slogan of Sir Watson Watt, the British inventor of radar:
“Give them the third best to go with; the second best comes too late; the best never
comes.” The ground-wave mode of propagation was employed, and ranges of 200
miles were obtained against aircraft. In addition to the ground wave, the sky wave
at this frequency reflects off the ionosphere and can result in unwanted echoes. The
refection from the lonosphere is not always undesirable and can be a means for
d=t cting targets at long ranges bevond the line of sight. The upper portion of the
HF band lias been used for radar astronomy, especially for obtaining echoes from the
sun's ionized atmosphere. Ionospheric sounders that mecasure the height of the
various layers of the ionosphere employ the radar principle. The same objections
mentioned in the previous paragraph concerning radar at frequencies below HEF apply
a!most equally well to the HF region.

VHF (30 to 300 MHz) The early radars developed in this country just prior to
World War II operated in this frequency region. Some notable examples were the
Navy CXANI, the Army SCR-270 surveillance radar, and the Army SCR-26S fire-
contrel radar. They all used extensions of the then current technology in vacuum
tubes and mechanically positioned array antennas. Because of the present crowded
spectrum at VHF, modern radars are not found extensively in this region. However,
it is an important region for the application of certain types of long-range radar with
large artenna apertures and large radiated power such as might be used for satellite
surveillance. VHF is probably the most economical region in which to build and
operate large radars. Although the external noisc is not as low as at higher fre-
quencies, it is significantly lower than that in the HF region. The angular resolution
of VHF air-survcillance radars is generally poor but the coverage is usually good and
the equipment is relatively simple and reliable. -

adar technology is usually easier to achieve at the lower frequencies, and VHF is
a ccmpromise between the increasing noise level found at lower frequencies and the
more difficult implementation of long-range radars found at the higher frequencies.
Antennas for air-surveillance radars are more likely to be arrays of dipoles mechanically
rotated than the parabolic reflcctors commonly used at the higher frequencies.  With
horizontul polarization over a good ground plane, such as the sea, the interference

between the disect wave and the wave reflected from the surlnee ‘can result in a
substantisl increase in the maximum range against aireraft. Another m.l\'nm:l'ac of
VHEF is the good MTI periormance that ean be obl:xinf\d against ‘moving targets.
Good MTI requires stable transmitters and reccivers which are easier to achieve at
the lower frequtncics.  Also, it is important that there be no blind speeds within the
expeeted range of doppler velocities. The lm\'cr.thc frequency, the greater is the blind
speed, everyvthing else being equal.  Radars at'\ HF are also free froin weather cchm:s
or attenuation. VHFE is a good region in which to design a short-range “‘poor man's
radar” and would undoubtedly be more widely used if the demands of other radio
services did not take precedence for the available spectrum. [ °
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L Band (1,000 to 2,000 NiHz) ‘L'hie 1s 2 popular frequeney band in the United States

for sirerait-survetiiance rudar. It sacritices some of the lower-frequeney advantages of

high powcr, large antenna apertures, and good MTI but provides improved angle

resoluticon and low external noise.

S Band (2,000 to 4,000 MHz) Mlost of the radar applications below S band are for
surveilianee whereas most of those above arc for information gathering such as precise
targed location and tracking.  Good angular resolution can be obtained at S band
with reasonuble-size antennas, and the external-noise level is low.  However, MTI at
S band ix usuzlly noticeably worse than at UHF. Although weather effects arc not
as botlicrsome as at the higher frequencies, thiey can significantly degrade the radar
performance in some applications. 8§ band is of interest as a compromise radar
frequencey for medium-range aircraft detection and tracking when a single radar must
be used for both functions.

C Band (4,000 to 8,000 MHz) This band lics between the S and X bands and can best
be described as a compromise between the two. It has been successfully used for
modecrate-range surveillance applications where precision information is necessary, as
in the case of ship-navigation radar. It is also the frequency at which one can find
precision long-range instrumentation radars as might be used for the accurate tracking
of missiles.  Relatively long-range military-weapon control radars might also operate
in this band. )

A Band (8 to 12.5GHz) This is a popular frequency band for military weapon control
and for commercial applications. Civil marinc radar, airborne weather-avoidance
radar, and doppler navigation radars are found at X band. At X band the radar is
generally of convenient size and is thus favored for applications where mobility and
light weight are important. X band is advantageous for information gathering or
short-range surveillance, but it is not very well suited for long-range surveiliance.
Sufficient bandwidth is available to make it more convenient to gencrate narrow pulses
than at the lower frequencies.  Narrow beamwidths are also casy to achieve at X
band with small physical size apertures. A 1° beamwidth can be obtained with an
antenna about 6 ft in width. An X-band radar may be small enough to hold in the
hand, or it may be as large as the Haystack Hill radar used for radar astronomy with
& 120-ft-diamncter antenna and an average radiated power of about 500 kW CW.

K., K, and K, Bands (12.5 t0o 40 GHz) The original K-band radars developed during
World War II at the MIT Radiation Laboratory were centered at a wavelength of
1.25 em (24 GHz). This proved to be a poor choice since it was soon found that
it was too close to the resonance wavelength of water vapor (22.2 GHz), where the
absorption is high. Later this band was subdivided into two bands on either side of
the water-absorption frequency. The lower-frequency band, K., covers 12.5 to 18
GHz; the upper band, K, extends from 26.5 to 40 GHz. K, band is about the highest
frequency at which one finds operational radar. Although radars have been built
at higher frequencies, they have been mainly for experimental purposes or special
applications. The K-band frequencies ofier the advantage of good resolution in both
angle and range with little mutual interference. High power is diflicult to aclieve,
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and the antennas are small. There is increased atmospheric attenuatior
external noise, and lese sensitive receivers. These factors result in relat”
renge.  Limitations due to rain clutter and attenuation are increasingly ser.
higher frequencies. .

Millimeter Wavelengths This part of the frequency spectrum offers wide band
and narrow antenna beams from relatively small apertures. It sufiers the
limitations as the K bands, only more so. Even moderate power is dillicult to achie.
and receiver internal noise is generally high.  The external-noise level, the atmospheri
absorption, and weather clutter increase rapidly with increasing frequency. The
increase in attenuation is not monotonic, and there are “windows” where it is rela-
tively less than at neighboring frequencies. Applications for millineter-wave radar
have been limited. It might be employed when the wide spectral range is needed to
avoid interference from other clectromagnetic services. The wide bandwidths and
relatively narrow beamwidths might be of advantage when it is desirable to obtain
information that might help to classify the type of target. The disadvantages, how-
ever, have tended to outaveigh any advantages of operation at millimeter wavelengths.

Laser Frequencies Cohcrent power of reasonable magnitude and efficiency along
with narrow dircctive beams can be obtained from lasers over the infrared, optical, and
ultraviolet regions of the spectrum. The good angular resolution and range resolution
possible with lasers make them useful for target information-gathering applications
such as ranging or imaging. Lasers are less suited for surveillance because of the
relatively small receiving aperture area and the ditliculty of searching a large volume
with a narrow beam. A serious limitation of the laser is its inability to operate efiec-
tively in rain, clouds, or fog.




AFTERTHOUGHTS ON “INSTRUMENTS
OI' DARKNESS”

by Flight Lieutenant Alfred Price

As any author will testify, the time of publica-
tion of a book of this nature is in one respect a
moment of sadness. It is then that one thinks
of all the stories that one would have liked to
have put in. But because they arrived too late,
or were a bit too technical for the lay reader. or
were *“ chopped ” in the last-minute scramble to
get the book to the exact size stipulated by the
publishers. they had to stay out. Chas. W.
Knight asked me to jot down a few such stories
for the interest of members.

The most fascinating part of writing Instru-
ments of Darkness was that of reconstructing the
Intelligence battles, in which we tried to find
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Did you ever get that feeling that you were being watched ?
A4 wartime infra-red photograph of the Chain Home
station near Dover, taken by a German cameraman ncar
Calais.

out about the German radar and they tried to
find out about ours. It was all a bit like putting
together a two-sided detective story, while at the
same time being in th2 privileged position of
knowing the technical facts that both sides were
trying to gain. Far and away the most in-
triguing piece of espionage was the so-called
“ Oslo Report ™, which arrived in Britain via
our embassy in Oslo in November 1939. Sent
by a ““ well wishing German scientist ”*, it con-
tained a wad of papers giving information of the
latest German technical devices, including radar.
1 discussed the report in some detail in my book,
but one point I did not mention was that it did
not stop at descriptions of secret devices—the
packet actually contained one of them. The
device in question was the prototype of a proxim-
ity fuse for an anti-aircraft shell, which worked
on the capacitive principle. The shell was con-
structed in two parts, the front one of which was
electrically insulated from the rear. The capa-
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city between the two halves was measured
electronically, and the idea was that a third con-
ductor such as an aircraft in the vicinity would
alter this capacity and thus set off the fuse. In
practice it all fell down because of the very small
change in capacity caused by the aircraft, due to
the fact that the two halves of the shell were so
close together. But the ironic part of the story
is that while the German proximity fuse did not
work, it sparked off research into this field in
Britain. This resulted in the radar proximity
fuse which worked so well that by the end of the
V1 attack in 1944 an average of only 77 such
shells was necessary to destroy one flying bomb.

The discovery of the German radio beams
really did come as a shock to the British War
Cabinet. The first of the special units using the
beams to be discovered was Kampfgruppe 100,
with some thirty Heinkel 111’s it was based at
Meucon airfield near Vannes in Brittany. This
Gruppe operated as pathfinders, and had marked
Coventry for the rest of the Lufrwaffe during the
heavy attack on the night of 14th November,
1940. Through its agents, the British Intelli-
gence service had learnt that the German air-
crewmen were billeted in the town of Vannes.
Prior to each operation they drove to Meucon in
a couple of busses. The stakes were high: could

Major Victor von Lossberg, the commander of the German
pathfinder unit 111./K.G. 26, scen standing in front of his
Heinkel 111 in 1941. The special post aerial for the
Y-Gerat beam bombing system may be seen just behind the

cockpit.




not the busses be ambushed by a specially para-
chuted in team of agents, and the highly-trained
German crewmen killed? Eventually the idea
reached the ears of the Chief of the Air Stafl,
Air Chief Marshal Sir Charles Portal, who was
called upon to supply an aircraft for the enter-
prise. Portal was horrified. He said he would
not be a party to any scheme where a * gang of
assassins ”’ murdered uniformed members of the
enemy air force. Once started, where might
such a course end? Eventually a compromise
was reached: the ambushing team was to com-
prise uniformed soldiers. So it came about that
on the night of the 15th March, 1941 seven
heavily armed parachutists were dropped 8 miles
outside Vannes, in open country. The soldiers

Talking about aircraft with funny aerials, how about this ?
A highly directional Yagi, fitted to a ** Ferret* Wellington
during the war. Inside the fuselage . . .

linked up with agents from the town, only to
learn that the Germans had changed their habits:
now the crewmen drove to Meucon in twos and
threes in small cars, instead of being conveni-
ently concentrated together in the busses. Since
there was now no favourable opportunity for an
ambush the operation was called off. The para-
chutists dispersed, and returned to Britain
individually.

Amongst the most successful countermeasure
to the German pathfinder tactics in the spring of
1941 was the ¢ Starfish” fire decoy site.
Responsible for these sites was Colonel J.
Turner, onetime head of the R.A.F. works
department and ‘ Konky Bill ”’ to' his friends.
During this time Major Victor von Lossberg
commanded the second of the beam-flying path-

finder units. the Third Gruppe or Kampfgesch-
wader 26 at Poix, also equipped with Heinkel
111's.  He says his own and Kampfgruppe 100
usually put up a total of 18 to 25 aircraft per raid,
but such a small force often could not start a
conflgration large enough to compete with the
carefully prepared British decoys.

During one of the attacks on Liverpoo! in the
spring of 1941 von Lossberg recalls that his
Gruppe flew in as high as possible, at around
22,000 feet, in order to get the greatest possible
range from their V.H.F. (42-48 megacycles)
beam transmitters near Cherbourg. The
Heinkels trailed long white condensation trails
from each engine, together looking rather like
railway lines in the moonlight. Suddenly von
Lossberg saw one of the pairs of lines begin to
twist and curve, then disappear altogether:
British night fighters were active. The beam
signals ended some seven minutes flying time
short of the city, near Wrexham, and he con-
tinued on to the target using dead reckoning.
Suddenly below him, in a position he knew to be
well short of Liverpool, von Lossberg observed
fires blazing up on the ground. In fact this
was the decoy * Liverpool »’, built ten miles to
the south of the city near Neston on the mouth
of the Dee. The pathfinders went on to release
their incendiaries accurately, but as they headed
south afterwards they were helpless spectators
as they watched bomber after bomber in the
follow-up force release its load on the decoy.
More than two thirds of the bombs intended for
Liverpool were seduced away by the decoy.

Sir Robert Cockburn tells a nice little story
of the *“ Mandrel ” radar jamming device he
designed. After it was first used in action, on
the night of the 6th December, 1942, the British
monitoring service reported that the band of
frequencies it covered fell somewhat short of the
intended 10 megacycles. On the following day
Cockburn was driving from London to Malvern,
wondering how he could devise a simple modifi-
cation for the 150 “ Mandrels ” in service. Ina
flash it came to him, and within days the sets had
been modified to jam out the necessary fre-
quencies. His solution: a piece of tinfoil, bolted
on to the chassis near the main tuning con-
denser; as the aircraft’s motors turned they
vibrated the foil which in turn varied the output
frequency. To set up the jammer one merely
ran the engines, then clipped off bits of tinfoil
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until the desired frequency spread was obtained.
Belicve it or not. it worked!

In the same vein was Mr. R. Light's method of
overcoming the previously successful jamming of
British radar sets in Malta, in the summer of
1942. Lights examined the jamming on an
oscilloscope. and observed that it was heavily
modulated at 100 cycles per second. More
important than the frequency of the modulation
was the fact that the depth of the modulation was
100 per cent., so the jamming strength varied
between zero and a maximum one hundred
times per second. The solution worked out
by Lights and Flight Lieutenant Jones, the
commander of one of the radar stations, was
almost ingenious in its simplicity. They used a
radio receiver to pick up the jamming. which
was then de-modulated. The output sine wave
was fed to the radar’s waveform generator, where
it was arranged to trigger the set on when the
jamming was at zero. In this way it was possible
to ** cancel out " the effect of the jamming. There
was an interesting sequel. After the war Lights
met the man who had been his German counter-
part during the incident. The latter burst out
laughing when he heard what had been done to
defeat his jamming. Yes, he had realised that a
weakness existed which the British might
exploit, but he had no choice: his smoothing
condensers had broken down, and it was taking
a long time to get new ones from Germany.

Both sides” radio monitoring services played
a vitally important part in the radio war. It
may come as a shock to some to learn that the
Germans profited handsomely from the seemingly
harmless practice of ground testing our bombers’
T.1154 transmitters prior to cach operation. It
was not difficult to pick up these signals on the
Continent, where they were carefully collated.
The Germans were looking for a pattern: heavy
test traffic in the morning and little or none in
the afternoon—when the crews were at briefing
—generally presaged a heavy attack. If no
raid was planned the testing was spread evenly
throughout the day. Colonel Hajo Herrmann,
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who commanded the Berlin defence area during
the crucial battles in the winter of 1943, has told
me that at 5 o'clock each evening his chief
signals officer would give him a fairly detailed
estimate of the number of bombers the R.A.F.

... screwed to the top of the special operator's makeshift
table, sat the tools of his trade: Hallicrafter receiver, signal
generator and oscilloscope.

planned to use that night. Herrmann says he
would order up to one quarter of his force to
cockpit readiness on the strength of such in-
formation. Once the British Pathfinders were
airborne their powerful H2S radiations were
picked up in Germany, and the vanguard of the
attacking force could be tracked relatively easily
using these. As soon as the first H2S signals
were received Herrmann would scramble his
immediate readiness force. The distance from
Berlin to Essen is roughly the same as that from
Lincoln to Essen. So if the penetration was a
shallow one, say to the Ruhi, Herrmann'’s crews
would have been hard pushed to get there in time
to engage without the information from the
listening service.

The German signals people had a favourite
catchphrase: Aller Funkverkehr ist Landesverrat
—all radio traffic is treason. We in the fighting
services should do well to remember it still.
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DESIGN OF AIR SEARCH RADAR

Merrill I. Skolnik




Session 1l DesIGh OF AIR TRAFFIC CONTROL SURVEILLANC: RADAR

The purpose of this session is to outline how a radar system
design is formulated. The example will be a long-range air
surveillance radar as might be used for civilian air traffic
control. The attached paper by W. W. Shrader will be used as
a general reference on the subject. The topics to be discussed
include:

1. Establishment of user and system requirements.

2. Use of the surveillance radar equation as a basis for design.
. Determination of a typical set of radar parameters.

. Considerations in the choice of components.

. Limitations to sensitivity.

. Other factors in radar design.

. 3D and height finder radar

« Airborne aircraft-surveillance radars.

W N Ownw & W

The question of MTI design, clutter, and automatic detection and

tracking will be discussed in other sessions.
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5% IEEE TRANSACTIONS ON COMAMUNICATIONS. MAY 1973
TABLE 1
ATC RaparR CHARACTERISTICS
CHARACSTERISTIC i ARSR-1/ARSR-2 FPS-86 l ASR-6 ASR-7 ASR-§ ARSR-3
Antenna 8can rate, Tpo S 5 15 13 12.5 5
Range, n.r 200 200 60 60 60 200
Pulse Wic:h, ps 2 . 0.833 0.833 0.6 2, 300m et
Azimuth Beazwideh, deg 1.2 T3 1.4 1.4 1.4 1.3
Elevarion) Coverast’, dcp 0.2-45 0.2-45 0.2-30 0.2-30 0.2-30 ouo-as B TF o K
Polarization (Selectable) Hor/Circ Hor/Vert/Ciz:| Vert/Circ Vert/Circ Vert/Cir ﬂor;y/e,:,:.:-i‘-; 12
Prf, Hz (average) 360 360 700 to 1200, 713, 950, 1050 1030 360
1120, 1173, 1200
Freguency, GHz 1.28-1.35 1.25-1.35 | 2.7-2.9 2.7-2.9 2.7-2.9 1.25-1.353
Diplex operation no yes no no yes yes e “'-‘*”"\'S
Subclutter Visibility,dB 2 25 25 25 28 30
MTI Ioprovement factor,dB 33 30 30 30 34 39
Blind Speeds, knors 1150 80 1250 2000 800 1200
Antenna Gair, @@ 34 35 3L 3 33.5(lower bear) 34.5 (lowe= bem)
32.5upper beam) 33.5 (uppes bem)
Peak Power, kW 4000 2000 400 425 1000 5000
Average Power, W 2900 4320 400 425 618 3600
Receiver Sensitivity, dBm -116 =114 -10% -109 -110 =114
Noise Figure, dB &4 8 3 4.75 4 4
Circuitry Tubes Tubes Tubes Solid State Solid Scate Solid Staze
Signal Processing LAﬂll.r::g Analog Analog Digital 3 Digital Digital 3
EXISTING RADARS UNDER DEVELOPMENT

Note: All of these radars have two complete transmitting-receiving channels and one antenna. Diplex operation is usizz be&
transmit-receive channels simultaneously for greater probability of detection. The ASR-8 uses frequency diplexing, wile Te
FPS-66 and ARSR-3 are diplexed using orthogonal transmit polarizations.

1) The measurement of MTI improvement factor' or sub-
clutter visibility is very difficult to make accurately with real
clutter (and mistakes usually result in excessively good
answers—thus if one gets a poor answer that may be accurate
he tries again until he gets a good answer).

2) If an MTI system has been properly adjusted, it is im-
possible to determine from a PPI presentation how much
subclutter visibility is being achieved. The PPI picture can be
made to look very good while the MTI improvement factor is
very poor.

The MTI systems are built with adjustable IF limiters preced-
ing the canceling circuits as shown in Fig. 5. The limiter sup-
presses the strongest clutter sufficiently so the additional
attenuation of clutter in the canceler results in the clutter
residue being equal to the system noise level. If the limit level
is set too low, there is a “black-hole” effect on the PPI. If
set too high, the clutter residue obscures part of the PPI.
When the limit level is set properly, the clutter residue blends
with the noise on the PPI. The limiter also suppresses targets

'MTI improvement factor is the average increase in signal-to-clutter
ratio attributable to the moving-target-indicator system on targets dis-
tributed uniformly over the radial velocity spectrum; clutter attenua-
tion normalized for uniformly distributed radial target velocities [18].

that are superimposed on the strong clutter, but the zmount of
target suppression cannot be determined by looking 2t a PPL.
The dynamic range of signals out of the limiter. hcwever, is
a direct indication of the MTI performance being zchievad
(assuming that the rest of the canceler processing s linear).
The MTI improvement factor will be approximarely squal to
the dynamic range at the input to the canceler.

Unfortunately, the limiter causes the spectram of strong
clutter to spread so that the linear analysis of performance ne
longer applies [6]-[9]. Fig. 6 shows the cluiter spectrum
both before and after limiting, and also shows th:2 rzsponse of
a two-delay canceler. The limiting causes the clutter spectrum
to spread into the passband of the canceler, wkich results in
performance as shown in Fig. 7 for a two-d=lay :anceler.
(ov is the rms velocity spread of the clutter. A the radar
wavelength, f, the pulse repetition frequency, o L t+= amount
that the rms value of the clutter signal exceeds the raceiver IF
limit level, and hard limiting the asymptotic condicon where
o/L becomes infinite.) The effect of this clutrer spestral
spreading is shown in Fig. 8, assuming that thes c.xtter was
hard limited before being processed in a two-dalz canceler.
(Vg is the first ambiguous blind velocity for a sysi2= withoul
pulse interval staggering.) Fig. 9 shows a comparis~a of one

a2l




45

NS YA

3s

30

&
|
Y
\\\
R
NS

o
NN
=
N
\
\
\

elay, two-delay, and three-delay cancelers with limiting. The
ore complex three-delay canceler does not improve the sit-
ation much over the two-delay canceler. This is because the
lutter spectral energy has been spread so far by the limiting,
t will be in the passband for any canceler configuration. The
ajority of the clutter residue from the more complex can-
elers comes from frequencies at the center of the MTI pass-
band. The nature of the residue from limited clutter is very
spiky compared to the target returns that exist for at least a
beamwidth [6].

(The limiter is used in conjunction with MTI signal processors
'to provide constant false alarm rate (CFAR) performance in
‘strong clutter. The limiter has been used for this purpose for
| ymiore than 26 years (see [17, p. 649] ), and no adequate substi-
' Jtute has been demonstrated. It might appear obvious that if
imiting degrades the cancellation of clutter, then linear signal
processing would be preferred. The key problem, however, is
Jthat linear signal processing must provide at least 60 dB of
‘Aclutter attenuation to prevent a large number of false alarms
from occuring in a real land clutter environment. Many linear
| Isignal-processing techniques have been implemented that did
not provide 60 dB of clutter attenuation and thus the resulting
false alarms made the system unusable. Following is a simple
Jconceptual test to determine the usefulness of a proposed
signal-processing technique: if the clutter residue from either
point clutter 60 dB above noise, or distributed clutter 60 dB
above noise, will be interpreted as a target, the system will be
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RADAR RANGE (NAUTICAL MILES)
Fig. 3. ASR-7 radar system coverage.

demonstrated to be unusable in a real clutter environment.)

When the actual signal-processing performance being ob-
tained from the ATC radars was recognized, attention was
given to determining why they seemed to perform well in
strong clutter environments, when other MTI radars with
equivalent MTI improvement factors, but larger resolution
cells, had been inadequate. Previous analyses of the adequacy
of an MTI radar had been based on the assumption that the
clutter was Rayleigh distributed. Thus, increasing the size of
the resolution cell by a factor of two would only increase the
clutter power by the same amount. An analysis of the dis-
tribution of clutter [10] showed that ground clutter was not
Rayleigh distributed, but rather had a log-normal distribution
(Fig. 10), resulting in a cumulative probability distribution of
clutter reflectivity as shown in Fig. 11.

The mean clutter power exceeds the median clutter power
by about 20 dB, and this gives the ATC radar, compared to a
low-resolution radar, approximately a 20-dB advantage in
being able to detect targets in a clutter environment. The
ATC radar excludes the strong point clutter reflectors from
most of the resolution cells and provides detection of the
targets in the resolution cells where the clutter is weak, whereas
a lower resolution radar will average the clutter over large
areas. Fig. 12 shows a PPl display of all the ground clutter
observed at one radar site. When the clutter was attenuated
by 60 dB, the remaining strong points of the clutter are
shown in Fig. 13. Although a significant number of points of
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Fig. 6. Spectrum of limited clutter compared to two-delay canceler response.
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Fig. 7. Two-delay canceler performance with limited clutter [6].
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Fig. 9. Comparison of improvement factor limitation caused by clutter limiting for various cancelers [6].

strong clutter still exist, they occupy only a relatively few PROBLEMS

resolution cells. If an aircraft flying through this area were not  Existing ATC radars suffer from several problems. the least
detected on one scan of the antenna when it was in the resolu- of which is lack of sufficient subclutter visibility. The most
tion cell with one of the pieces of strong clutter, it would severe problem is detection of unwanted moving targets such
probably be detected on the next scan of the antenna. as the birds, automobiles, and insects. A second problem is
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Fig. 11. Reflectivity distribution of heavy ground clutter [10].

fading of tangentially flying desired targets when using the
MTI processor. A third problem is the occurrence of anoma-
lous propagation (ducting) that is frequently observed. The
anomalous propagation greatly aggravates the problem of
tangential target fading because it requires that the MTI re-
ceiver be used at much longer ranges than would be otherwise
required.

The reason these radars are so sensitive to unwanted moving
targets can be seen from Fig. 14, the velocity response curve
for the ARSR-2. The maximum response occurs at a velocity
of about 40 knots. The feedback has very little effect on the
response at this velocity. There is appreciable response to
targets moving at 20 knots. Birds typically fly at speeds of 20
to 30 knots and when this is added to the wind speed, the
birds will often be moving at 30 to 40 knots with respect to the
radar. Because the velocity response curve is mainly deter-
mined by the frequency and the pulse repetition period of the
radar, the only way the MTI processor could be made to reject
the birds would be to either reduce the frequency of the radar
or increase the pulse repetition frequency. The pulse repeti-
tion frequency is already as high as possible commensurate
with the required unambiguous range. To significantly reduce
the transmitter frequency would require a much larger antenna
to maintain the same azimuth resolution and may result in
undesired lobingin the vertical coverage pattern. Furthermore,

if the rejection notch is widened to eliminate the birds, this

results in the loss of many more tangentially flying desired
targets.

Fig. 15 shows a pair of PPl photographs taken of birds in
the midwestern United States. This is not an unusual display.

Fig. 13. Clutter return 60 dB above minimum discernible signal (MDS)
at the radar site of Fig. 12.

The ARSR radar can detect a large bird in the peak of the
antenna beam at a range of 50 mi. Fig. 15(b) shows the use
of a moderate amount of sensitivity time control (STC) or
swept gain. This eliminated most of the birds from the dis-
play. Fig. 16 was taken at the same location just after dusk.
The clutter returns in this photograph are from insects. Again,
the use of a moderate amount of STC has greatly reduced the
intensity of the insect returns. It is not possible to eliminate
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Fig. 14. Effects of feedback on ARSR-2 velocity response.

Fig. 15. STC can greatly reduce the number of birds dis&layed. Range—25 nmi. (a) Birds seen with MTI. (b) Birds seen with
TI and STC.

automobiles from the display by the use of STC, because they
have radar cross sections equivalent to small aircraft.

ANTENNA TECHNIQUES

Since the incorporation of the two-delay feedback canceler
in the 1950, the only significant improvement in ATC radar

systems concepts has been through antenna techniques. The
ASR and ARSR radars of the 1950’s had antenna pattems
with “cosecant-squared” coverage. (The gain of the antenna
was a cosecant-squared function of elevation, which results in
constant received echo power from a target flying at a con-
stant altitude.) The cosecant-squared coverage is inadequate,




(a)

(b)

Fig. 16. Insects with and without STC. Range—ZS mi. (a) Insects seen with MTI. (b) Insects seen with MTI and STC.
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however, for the ATC radars, because the closer an aiicraft
comes to the radar, the stronger the clutter signals with which
the aircraft signal must compete. Thus, the ARSR-2 antenna
(see [11]. [12]). first delivered in 1961, greatly increased the
energy radiated at high elevation angles to increase the ratio

RADAR RANGE (NAUTICAL MILES)

Fig. 17. Example of coverage obtained with two-beam antenna.

of target signal-to-clutter signal. This extra radiated energy
shows clearly on the coverage diagram of Fig. 4. Although
this ARSR-2 antenna greatly improved the situation, it still
was not adequate for eliminating all the unwanted targets.

The most significant approach to solving the unwanted tar-
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Mozt of the
Two-beam

get problem has been based on spatial resolution

unwanted targats hie at very low elevation angles.
antenna techniques tc take advantage of the spatial effects
have been evolving for more than a decade First, back-to-
back antennas were used [13]. Then two beams were generated
with separate feedhoms on a single reflector antenna. This
is done by adding a second receive-only feedhorn beneath the
high-power normal transmit-and-receive feedhom. The cover-
age pattemns are approximately as shown in Fig. 17. The
near-in high-angle coverage is obtained by transmitting on the
lower beam but receiving on the upper beam. At some pre-
selected range the receiver is switched from the upper beam
to the lower beam and normal coverage results beyond that
range. Note the shaded area in Fig. 17 where coverage is not
obtained when using the high beam. The choice of range
where the receiver is switched from the high beam to the low
beam is a compromise between losing low-angle targets and
switching as far in range as possible. To quote from [14]:
“The distance to which the high beam can be used is limited,
because of the loss of low angle coverage on air craft. At
Sydney this range is about 15 nautical miles.”

Raytheon undertook an R&D program from the FAA to
study the feasibility of combining the received energy from
the two beams to provide intermediate beam positions [15].
The hardware resulting from this program has been evaluated
on an ASR system and on an ARSR system at the FAA’s
NAFEC facility. Fig. 18 shows the physical layout of the
ASR antenna with the two homs. The second receive-only
horn is placed as close as possible to the original horn to make
the two beams as close as possible. The beams are added in
the RF-combining network shown in Fig. 19. The phase
shifters of this combiner can be adjusted to give the antenna
patterns (ARSR-2) shown in Fig. 20 [16].

The ASR-8 and the ARSR-3 will both have two-beam an-
tennas. However, the beams will not be combined, because
the feasibility of appropriate phase control between the two
waveguide runs had not been established at the time of the
ASR-8 and ARSR-3 procurements. Instead, the two beams of
each antenna are specified closely enough so that combining
is unnecessary.

It should be noted that all the ASR and ARSR antennas
have relatively large vertical apertures, (e.g., 9 ft for the ASR,
23 ft for the ARSR-2). The large vertical aperture permits
careful control of the radiation pattem in elevation. An ad-
ditional feature of the larger aperture is that it enables a sharp
cutoff on the lower edge of the beam. This results in very
little energy radiated below the horizon, which greatly en-
hances the ability to provide accurate azimuth estimation on
targets near the horizon.

ANOMALOUS PROPAGATION

Fig. 21 is a pair of PPI displays showing anomalous proga-
tion (ducting). These were taken with an ARSR-2 rada:
mounted on a 50-ft tower in flat country near Atlantic City,
NJ. One would expect the line of sight to be about 10 mi.
It can be seen however, that the clutter actually goes out to
100 mi. This type of progagation is seen very often with mod-
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Fig. 18. Two-beam antenna.
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Fig. 19. Schematic of RF<combining network [16].

ern sensitive radars. The intracoastal waterway can be seen
in this picture. The bridges across this waterway caa be seen
just inside the coastline. When anomalous propagzton such
as this occurs, it forces the MTI to be used to the full range
of the clutter returns. This greatly aggravates tks loss of
targets that are rejected by the MTI clutter notch when they
pass tangentially to the radar.

Various gating techniques have been considered to select
the MTI only when clutter is present. The most common
technique is the pulse-length discriminator. If a target longer
than the pulse length of the radar is encountered. it is as-
sumed that it is clutter and the MTI is selected. Ths principal
shortcoming of this technique comes from the fact that many
of the clutter targets are only of 1-pulse-length duration.
Fig. 21 shows that although close-in clutter may b solid and
continuous, much of the clutter at longer ranges is coming
from point reflectors and thus would be displayed if the MTI
is selected by a pulse-length discriminator.

The approach to be utilized in the ASR-8 and ARSR-3 for
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tig. 21. Anomalous propagation (ducting). (a) 100-nmi range. 20-nmi
markers. (b) 50-nmi range. 5-nmi markers.

selecting the MTI is a device where the operator can preselect
the various areas in which he wants the MTI. This techniq:e
is not as good as desired, because propagation conditions ¢z
change quite rapidly. When ducting occurs, the preset MTI
selector will not be properly set.

It is probable that the most effective device to be developzd
for automatic MTI selection will be a storage device that re-
members the clutter map of the entire area being scanned.
Based on the history of the past several scans, the device wiil
decide for each resolution cell whether the MTI or norma!
video should be selected.

WEATHER

Fig. 22 shows the returns received from weather with =
ARSR-2. The display range is 40 mi. Fig. 22(a) shows
the weather returns with linear polarization. Fig. 22(b) shows
the effect of circular polarization. This provides about a
20-dB reduction of the weather, but also reduces target signz!
strength about 4 dB. It can be seen that the weather reductica
is not sufficient to permit tracking of targets through the ex-
tire area. The most promising solution to the weather pro>-
lem is the use of a log-fast time constant (FTC) receiver.
Because the amplitude fluctuation of the weather usuallv
has a Rayleigh distribution, this type of receiver will reduce
the weather to look like noise on the PPI. The use of a loz-
FTC receiver following an MTI receiver will also do an effective
job of reducing the weather-to-noise level in the MTI video.
The log-FTC techrique is employed in the ASR-7, ASR-%.
and ARSR-3.

After the weather is removed from the display of an zr
traffic control radar, the controller then has the problem of
determining where the weather actually is. He does not want
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(b)

Fig. 22. Weather returns as seen on an L-band ARSR radar. 40-nmi

range. 10-nmi range rings.

e 1 (a) Linear polarization. (b) Circular
polarization.

to vector aircraft into areas of strong weather. To solve this
problem, weather contours will be displayed. The contours
will be derived from signals received through the orthogonal
channel of the circular polarizer and passed through a separate
rotary joint to a separate radar receiver. It is important that
the noise figure of this weather channel be as good as possible,
otherwise sensitivity will not be sufficient to provide a good
outline of all the weather.

The advent of digital techniques will have a significant im-
pact in two areas of ATC radars. The first is the relative
simplicity (with the attendant reliability) of constructing
MTI filters and feedback integrators. Higher feedback ratios
can be used to obtain more carefully shaped velocity response
curves. The second major advantage of digital techniques is
the ease of implementing complicated pulse interval stagger
ratios. Digital techniques have made it possible to construct
MTI filters much more complex than the dual-delay feedback
canceler, but because of the spectral spread of limited clutter,
very little improvement in operational capability is accomp-
lished. A digital MTI system, when compared with a similar
properly adjusted analog MTI system, does not provide greater

IEEE TRANSACTIONS ON COMMUNICATIONS, MAY §5°

inherent subclutter visibility. The analog M
mentioned earlier, eventually drifts out of adju
does not happen with the digital system. Thus,in = long o=
the digital system gives much better performance.

FUTURE SYSTEMS

Ar bt

The problems with the present ATC systems zrs fuzZa
mental. They are caused by the requirements fcr una—>:z.
uous range, operating frequency, data rate, and re&soluticn io

a2l

provide better performance. The particular prcaizms that
must be addressed in any future ATC radar conz2pt ars rz-
jection of unwanted moving clutter signals (wez=z2r) suzer
imposed on fixed clutter signals and rejection of <ow-mciin:
targets (birds and automobiles). Faster moving za-g2ts » =i
craft), even though their radial velocity may bs rzlatvely
small, must be displayed. An aircraft passing alr=ost tar=n-
tially to the radar will have a radial velocity less T=an thz: of
the bird flying straight towards the radar, but the zi-craft —us:
be retained, while the bird is rejected.

One type of system the author envisages for thz fumure
(after applying all the antenna techniques and STC tzchnizues
available) would consist basically of a fast Fouriz: trans’>rm
processor combined with a large digital memory. Scz--to-
scan comparisons will be made of each resolutm ele—en:
(range, azimuth, and velocity). To take full adva=zags of this
type of processing the resolution cells must be considerzbiy
smaller than the gross radar parameters would szzg2st. On
each scan, the radar will compare the range, az=—muth. ani
velocity of each signal recieved with the compa=zhie simz's
from several previous antenna scans. If a similz- targe: ex-
isted in about the same place, then the target wili > rejeczed.
If the target has reasonable absolute velocity, such as az 2ir-
craft would, then it will move sufficiently betweez scans 12 be
detected. Unwanted targets, such as weather supeZ=mpose: oo
fixed clutter, will appear in the same range, a=muth, znd
velocity resolution cell on consecutive scans and tter=fore =<0
be rejected. An aircraft simultaneously passing Srough th:
same range and azimuth cell as weather and fxx=d ciztte:
would be retained as long as its radial velocity Zifers Tom
both that of the weather and the fixed clutter. Several scans
must be stored to ensure adequate rejection ¢ unwzziel
targets with low blip/scan probability.

This type of processor has not been practical & the pzst
because of the very large digital memory require’ to provice
the necessary resolution. However, with digitz mem:ries

signal processing to be utilized in ATC radars of ths fururs.
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Dissemination of System Time

B\ERIC ELLINGSON anp RICHARD J. KULPINS

Abstract—This paper considers the problem of estimating, the offset
in timing of like events at geographically separated locations basis
for establishing common knowledge of time and, hence, system -
chronism. Configurations discussed involve interrogation and reply
between a user and a single donor, and one-way propagation between a
user and the multiple sites of a reference system. The latter categgry
includes navigation systems, which are shown to be appropriate préans
for disseminating time.

Further ramifications of time dissemination are discussed, including
the characteristics of clocks suitable for airborne appljedtion. Variables
and their relationship and solution are defineg”Tor stationary and
moving users, and for users of atomic and crysfal clocks. For the case
in which frequency is offset between clgeXs, as is likely when crystal
oscillators are used, methods are descp¥fed that permit the estimate of
offset in frequency as well as in #fme. Recursive minimum-variance
methods are examined in somgAetail, and a parametric analysis of per-
formance relative to random4nd s}ﬁematic sources of error is given.

Manuscript receiye@ July 20, 1972; revised December 7, l97.2. This
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Systems Compfand, under Contract XR/ESD F19628-71-C-0002.
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1. INTRODUCTION

& paper describes alternative methods of estimating
the discrepancy in timing of like events at geographiczly
Separated units as a means of establishing acommon knowledge
of time _among participants in a system. The importance of
common Rrowledge of time is increasingly being recognizad;
collision avoidange is an obvious example of the many ways
in which it can beYsgfully applied. Apart from this and other
ranging applications including position determination and arza
navigation, common knowldge of time creates the basis for
dramatically improved coordin2tign and discipline in large-
scale systems. The synchronism it €Xgblishes can greatly im-
prove efficiency in the use of time and fréyygncy resources.
Conversely, the lack of synchronism and\ interunit co-
ordination is an important factor impairing our ity to do
the air traffic control job today. Present practice en2bjes us
to establish time rapport only between pairs of units; Yk
growing need for real-time knowledge of interelement range




ile

{6] C.V Kolunson, “Eiectiical scanners,” in Kadar Systems Engincering
(M.LT. Rad. Lab. Ser, vol. 1). New York: McGraw-Hili, 1937,
p. 291

[{7] C. Porterfieid, “Ground-cortrolled approach—Its development and
early operational use,” IRE Traons. Aeromaut. Navig. Eiectron., vol.
ANE-6, pp. 711-75, June 1030€

8] R 1. Colin, “Some sidelights of early GCA,” JEEE Trans. Aerosp.
Narig. Electrom., vol. ANE-10, pp. 87-89, June 1963,

PROCEEDINGS OF THE IEFE, vOL. 62, NO_ 6, JUNE 1674

19; A. C. Clarke, “You're on the glide path—I think,” IEEE Trons
Aerosp. Navig Electron. vol. ANE-10, pp. 90-93, June 1963

{10} L. W. Alvarez and L. H. Johinson, “GCA, ground controlled ap-
proach,” M.I1.T. Rad. Lab. Rep. 43%, Cambridge, Mass., Oct. 1943

[11] L. Melancon. “A limited scan antenna,” in £ASCON 71 Conv Re:
(IEEE Publ. 71C34-AES, Oct. 1971}, p. 190,

{12] K. O. Bowright, “Return of special Logan radar urged,” Boslon
Globe (Boston, Mass.), Dec. 24, 1973, p. 4.

New Techniques Applied to Air-Traffic Control Radars

CHARLES E. MUEHE, LINCOLN CARTLEDGE, WILLIAM H. DRURY,
EDWARD M. HOFSTETTER, MEMBER, 1EEE, MELVIN LABITT, MEMBER,
1Eeg, PETER B. McCORISON, axp VINCENT J. SFERRINO

Abstract—During the past two years a program has been carried
out to show how new techniques can greatly improve the performance
of radars used for air-traffic control. A survey of problems associated
with presently used radars was undertaken. This survey indicates
that primary radar in an automated air-traffic contro!l system can be

made significantly more effective by the use of new techniques. The’

radar's handling of extraneous reflections (clutter) is critical to its
performance.

Three types of interfering clutter were found to predominate:
ground clutter, weather clutter, and angels. Angels are generally ac-
cepted to be radar returns from flocks of birds. In addition, second-
time-around clutter is often troublesome. For each type of clutter, all
known remedies for improving the signal-to-clutter ratio were studied
and radar systems were configured using appropriate sets of reme-
dies.

Some specific solutions incorporated in the resulting radar sys-
tems are: a) the use of linear large dynamic range, near-optimum
digital signal processors to filter signals from clutter, b) the use of
electronically step-scanned antennas to improve the correlation of
aircraft and clutter returns from pulse to pulse, c) the use of multiple
PRF'’s instead of staggered PRF’s together with coherent transmit-
ters to keep second-time-around clutter returns well correlated
while still overcoming blind speeds, d) the use of a fine grained
ground clutter map to give superclutter visibility on tangential targets,
and e) the use of lower operating frequencies to greatly reduce
weather and angel returns.

Two demonstration radar systems have been implemented, an
S-band radar using a mechanically rotating antenna and a UHF
radar using an electronically step-scanned cylindrical antenna. Ex-
perimental results are described.

I. INTRODUCTION

T HERHAPS the most important application of radar in
lt”this country, especially to the frequent air traveler, is

as a sensor in the nation's air-traffic control system. The
system is served by 84 high-power long-range L-band enroute
radars serving the Air Route Traffic Control Centers and ap-

Manuscript received September 4, 1973; revised January 16, 1974.
This work was sponsored by the Federal Aviation Administration under
Interagency Agreement DOT-FA72-WAI-242 and the Department of
the Air Force.

The authors are with M.I.T. Lincoln Laboratory, Lexington, Mass.
02173.

proximately 125 medium-power S-band Airport Surveillance
Radars (ASR) serving the terminal areas.

These radars, both terminal and enroute, while generaliy
giving good service in a manual control environment, have
certain deficiencies which make their use difficult in the fully
automated systems being implemented by the Federal Avia-
tion Administration (FAA). The principal difhculties are
either an excessive number of false alarms which will overload
the automation computers or else aircraft detection so spotty
that the computer cannot make long continuous tracks of all
aircraft.

Over the last two years, a concerted effort was made to
gain a good understanding of the root causes of these defi-
ciencies, to study all the ways the radars can be improved,
and, finally, to design and demonstrate new signal processing
techniques which should, together with certain antenna tech-
niques, eliminate the problems.

We will first, briefly, describe the basic radar problems
then discuss improvements to solve them. Finally, we describe
signal processing techniques being built and tested.

I1. RADAR PROBLEMS

The poor performance previously mentioned is due to the
competition of aircraft radar returns with the so-called
“clutter” returns and the response of circuits used in the radar
to overcome these clutter returns. It is convenient then to
classify the problems according to the type of clutter return.

- These are fixed ground clutter, second-time-around effect,

precipitation clutter, angels, and surface vehicles. We will
describe these in terms of the ASR radars. The extension to
the enroute radars is fairly obvious.

A. Fixed Ground Clulter

By far the largest undesired radar reflections come from
fixed objects on the ground. Ground clutter generally extends
out to about 20 nmi except in very hilly or mountainous areas
where it may extend out to the maximum radar range (~60
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nmi). Its natural or intrinsic spectrum is very narrow com-
pared to the spectral spread caused by antenna scanning
motion.

Ground clutter varies appreciably from spot to spot in the
area of coverage. Typical distributions of the mean values g¢
are shown in Fig. 1. It tends to be highest from cities.

In the present ASR radars, ground clutter is reduced by
three mechanisms: MTI, antenna tilt, and by mounting the
antenna close to the ground to take advantage of the shielding
effect of nearby objects. Fig. 2 shows the MTI filtering per-
formance achievable using one and two delay line cancelers
with and without limiting. Previous ASR radars have all
employed limiting in the IF follcwed by a phase detector.
The purpose of the limiting is to normalize the video output
so that clutter residue from the MTI filter is reduced to the
average noise level. This allows the video gain to be adjusted
so the clutter will not show up on the controller’s scope. Un-
fortunately, this limiting action spreads the clutter spectrum

HEIGHT (kf1)

RADAR RANGE (n.mi)

Fig. 3. Solid curve is coverage of ASR-7 radar against a 2-m! target in
receiver noise [2]. Cross hatched region shows region of poor per-
formance against ground clutter.

so that considerably poorer subclutter visibility (SCV) is
achieved than if the normalization had been done by some
other mechanism not involving nonlinearities.

If we consider the parameters of a typical terminal radar
(ASR-7, see Section III-A 1) at 15 nmi, and oo from Fig. 1
that is exceeded only 5 percent of the time, we find that for a
1-m? target (typical small aircraft) the input signal-to-clutter
ratio is —31 dB. Since an output signal-to-clutter ratio of
about 15 dB is needed for adequate target visibility, an im-
provement factor of 46 dB is required. We see from Fig. 2
that this is not achievable with the present configuration. It is,
thus, common practice to achieve greater signal-to-clutter ad-
vantage by tilting the antenna upward (see Fig. 3) by 2° to 5°
depending on the local clutter situation. If tilted, as shown in
Fig. 3, there is a 17-dB advantage (maximum range divided
by zero elevation range to the fourth power) in input signal
to clutter for an aircraft flying in the peak of the antenna
pattern. This advantage is degraded as the aircraft gets out
of the peak of the antenna pattern so that, typically, detection
gets spotty due to competition with ground clutter for small
aircraft below about 1.5° or above about 9°. These angles
change depending on the antenna tilt and ground clutter in-
tensity. It is estimated that a 20-dB increase in improvement
factor would be required for really adequate detection of
small aircraft at all altitudes.

Another undesirable feature of the improvement curves in
Fig. 2 is the very wide notch around zero and the first blind
speed. The notch around the first blind speed is usually re-
moved by using staggered PRF. The notch around zero means
that targets will be lost for a considerable distance on the
scope when the aircraft flies tangential to the radar. It will be
observed that the three-pulse canceler with limiting is worse
in this respect than the two-pulse canceler with limiting. Be-
low, we shall describe how more advanced signal processing
techniques and antenna techniques can both provide a iarge
degree of improvement in SCV, and much better performance
near zero velocity.

A further limitation in performance of existing ASR's is
the presence at many sites of buildings or hills which limit the
minimum elevation visible to the radar. Increasing the height
of the antenna to overcome this limitation causes an undesir-
able increase in ground clutter level which could be overcome
by improvement in SCV.
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In the so-called “second-time-around”™ clutter eftect, re-
turns
the non

These returns are prevalent where conditions for anomalou-

P due te itlumination of clutter bevond

¢ by the next-to-last pulse transmitted
prepagation exist such that the radar waves are bent back
downward with range and intercept the ground at great dis-
tances f(greater than that corresponding to the interpulse
period’. This effect i~ also prevalent in regions where moun-
tains exist beyond the nonambiguous range.

Present ASR's use magnetron transmitters that transmit
puise~ with random phase from pulse to pulse. Thus it is im-
possible to maintain the phase relation between the first- and
second-time-around clutter returns and the two cannot be
filtered out simultaneously.

Further, the present ASR's use pulse trains with staggered
interpulse periods so as to avoid Doppler blind speed-. But
this causes the second-time-around clutter return to be from a
different range cell on succeeding returns so there is no hope
of fiitering it out. To effectively filter out second-time-around
clutter, a fully coherent transmitter (one coherent from pulse
to pulse) and a constant PRF must be used. The PRF need
not be constant forever, but only over an interval sufhcient
to collect a group of pulses for processing. If the PRF is
changed from group to group of pulses, the radar i~ said to use
“multiple PRF.”

C. Precipitation Clutter

The backscatter from precipitation has been studied ex-
tensively. Fig. 4 shows the mean volume reflectivity from rain
at 13 mm h. This is considered a heavy rain found only 0.04
percent of the time at New Orleans [1]. This heavy rainfall is
usually found only in relatively small-size cells in the center of
storms. The radar should be designed to reject at least this
level and as much higher a level as possible.

Also marked on Fig. 4 is the point where the volume re-
flectivity is such as to cause a 1-m? return at 30 mi in an ASR
radar (rain return from a typical cell with precipitation ex-
tending from the surface to 10 000 ft). Rain at 15 mm/h is
about 13 dB above this value. Remembering that these are
average reflectivities and that ~15-dB signal-to-noise ratio is
required for automatic detection, we need about 30-dB rain
rejection for good performance.

The rain clutter spectrum is spread around some mean
value determined by the wind velocity. The spectral spread
observed by the radar is fixed by wind shear conditions [1].
The standard deviation of the rain velocity spectrum typically
reaches values of 4 m/s at 30 nmi and increases with range.

Circular polarization is normaliy used to reduce rain clutter
by about 15 dB while reducing the signal level to some extent.
The use of MTI helps reduce rain clutter except when the
antenna is looking toward or away from the wind direction.
In these directions, the rain clutter spectrum is such that all of
the rain clutter signals may pass through the MTI filters.

Log-FTC-antilog circuits [2], [3] reduce the receiver gain
in proportion to the average level of rain clutter for about a
mile in range surrounding the cell of interest. It, thus, nor-
malizes the rain clutter level just as limiting is used to normal-
ize ground clutter at the output of the MTI circuit. Its
purpose is to suppress the rain clutter on the scope. At the
same time, of course, it suppresses the signal. For adequate
detection, the signal amplitude must be appreciably above the
clutter residue from the MTI filters.

i RAIN (15mm/hr} x
i
= o
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Fig. 4. Reflectivity of various moving clutter sources [1], [4].

D. Angel Clutter

The so-called “angel clutter” refers to all returns which
cannot be explained as being ground or precipitation clutter or
targets. Much effort has been spent in studying angels. It is
now believed that nearly all, if not all, angels are caused by
bird flocks. Two other sources were considered possible.

Swarms of insects have been observed by meteorologists
using powerful radars [4]. The swarms may cover large areas
and, in general, drift with the winds. Well organized layers of
turbulent refractivity in the atmosphere associated with
changes in the refractive index have been observed. The manxi-
mum volume reflectivity associated with these types of re-
turns is plotted in Fig. 4. It will be observed that both are
much lower than a 1-m? target so should cause little difficulty
when trying to detect aircraft.

Returns from single birds [5] at S band range in size be-
tween 107* and 1072 m?. The return is principally from the
body with very little from the wings. For large birds, the body
is resonant near L band (1300 MHz) and is in the Rayleigh
region at UHF. Typically, there may be anywhere from one
to several hundred birds in a resolution cell. Although the
mean return from a typical flock of birds may be low (~10"2
m?), the tail of the distribution has been observed to return
up to 10 m?. Although birds have been seen as high as 12 000-
ft altitude, they usually fly less than 7000 ft. The usual ap-
pearance on the scope is as so called “dot angels.” “Ring
angels” are also caused by birds as a large group leave their
nesting place at sunrise.

Of particular interest are the bird migrations in spring and
fall. These have been described as “night effect,” “falling
leaves,” “seasonal AP angel clutter,” and have been reported
by many terminals in_the eastern part of the United States.
The appearance on the scope when the radar is using MTI is
that of two well-defined lobes. In Fig. 5, there is a strong mi-
gration in an easterly direction so MTI notches appear north
to south. The lobes appear to be made up of a multitude of
spots which move like falling leaves.

These migrations occur at night when there is a favorable
wind. Migration will be very heavy on favorable nights so
that most of the migration occurs on relatively few nights
(5 to 15) each spring and fall. The number of birds associated
with these migrations may be very large. One author esti-
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Fig. S. Migrating birds as seen using M TI radar (from [5]).

mated that a few million birds crossed a 100-mi front during
one of the busy nights of the autumn migration in the Cape
Cod region [5]. ‘

Birds fly between 15 and 45 knots true air speed. Taking
into account winds, radial velocities over the range + 80 knots
or so may be observed.

A fairly effective radar improvement used against bird
clutter is a carefully tailored sensitivity time control (STC)
[6]. The STC varies the radar gain with range and is adjusted
so that the minimum detectable target is a specific value, say,
1 m?. This calls for an R~*attenuation law.

E. Surface Vehicles

The cross section of ground vehicles is in the same range
as aircraft; namely, from 1 to 100 m®. Radial velocities range
over +60 knots.

Some reduction in ground vehicle returns is achieved by
tilting the antenna upward. The only other solution found so
far, as is practiced at the Atlanta airport, is to blank out areas
on the scope known to contain visible roads carrying cars with
radial velocities outside the notch at zero velocity. This has
proven effective and causes only small holes in the coverage.

III. RADAR IMPROVEMENTS

From the previous discussion, it is obvious that there is
no single solution to the problem of providing high probability
of detection with low false alarm rate in an automated system
under all conditions. Rather, several changes must be made
and the resulting system examined to see how well it corrects
all the various problems.

We will now discuss a series of improvements which could
be made to the radar and tell how each would help solve the
above problems.

A. Signal Processing Techniques
1) Optimum Signal Processing: We first concentrate on fixed

ground clutter since this presents the biggest clutter problem.
To give complete flexibility in siting and tilting the antenna
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Fig. 6. Improvement of target-to-interference ratio, scanning antenna.

while still rejecting ground clutter, an approximate 20-dB im-
provement in perfurmance should be provided in the signal
processor. It is obvious that this requires processing linear
clutter and target signals and that one must avoid all non-
linearities in the receiver. To narrow the blind speed region,
one should also process more pulses.

In order to assess quantitatively what could be considered
a “good” MTI processor for improving the performance of
ASR radars against fixed ground clutter, calculations were
made of the performance of the so-called “optimum processor.”
Given the initial conditions, the optimum processor has the
highest target-to-interference (interference is defined as clut-
ter plus front-end noise) ratio improvement of any processor.
By knowing the performance of such a processor, one can
judge how well a conventional easily implemented or any
other processor (i.e., suboptimum) can approach the theoreti-
cal limit. The processor considered here can be defined as a
device that takes M complex signal returns V; multiplies
these returns by a complex filter weight W;, adds them, and
then takes the square of the amplitude

f;mv.-l’.

=1

R =

Vi is composed of target, noise, and clutter. The theory of op-
timization will not be shown here but follows that of DeLong
and Hofstetter [7]. The clutter spectrum, which in this case is
essentially all caused by the antenna scanning motion, is
modeled by an antenna having 2 Caussian beam shape as in
Emerson [8].

Two general cases have been studied: the mechanically
rotating antenna as in the ASR radars and the step-scan an-

-tenna. In both of these cases the transmitter pulses are as-

sumed uniformly spaced. Fig. 6 shows the target-to-interfer-
ence improvement in decibels that is possible (optimum) for
the mechanically rotating antenna. The results in this section
assume the use of a sufficiently stable coherent transmitter.
Poorer, as yet undetermined, results will be obtained using a
magnetron transmitter. The parameters are (similar in most
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re~pects to the ASR-7):

antenna width .25 m
antenna rotational speed 1.36 rad /s
wavelength 0.107 m
PRF 1000 pulx« s
number of pulses processed, look 10

clutter-to-noise ratio 40 dB.

The maximum clutter-to-noise ratio which can be handled
will be set by the dynamic range of available analog-to-digital
(A/D) converters. Mean clutter-to-noise ratios of 40 to 50 dB
can be handled in available A’D converters with adequate
sampling rates.

The upper curve in Fig. 6 is the improvement obtained
when the optimum filter is tuned to the Doppler frequency of
the targét as the target Doppler is varied. The lower curve is
the improvement when the optimum filter is tuned to a fixed
Doppler (300 Hz) as the target Doppler is varied. The lower
curve represents the frequency response of the particular
optimum filter tuned to 300 Hz.

The following general characteristics of the optimum
processor should be noted:

a) The upper curve (Fig. 6) levels out at about M X C/N
=10° where Af is the number of pulses processed and C/N is
the clutter-to-noise ratio, unless M is small. This points up the
need for wide dynamic range A/D converters as explained
above.

b) At the so-called “blind speeds” (0 and 1000 Hz), there
is no improvement, but there is no deterioration either, thus a
target whose cross section is sufficiently above clutter can be
seen.

c) For filters that are not tuned on or close to blind speeds,
there are very deep nulls at the blind speeds.

d) The width of the notch about the blind speeds increases
with antenna rotational speed when all other parameters are
held constant. :

e) The filter cannot, in general, be approximated by a dis-
crete Fourier transform (DFT) except in certain special cases.

f) Because the optimum weights W; are a function of
clutter-to-noise ratio, the optimum processor requires some
a priori knowledge. However, this ratio can be determined in
principle by the application of a proper algorithm in the re-
ceiver, together with ground clutter memory from scan to
scan.

The step-scan case is shown in Fig. 7. Because the antenna
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is not scanned and ground clutter can be considered to be
time-stationary (constant voltage), the clutter spectrum is
just an impulse at zero frequency. The intrinsic ground clutter
spectrum (motion of trees) is ignored because it is too narrow
to have any eflect upon the results. It should be pointed cut
that the only input parameters needed for the step-scan case
are the PRF, the number of pulses per look (M), and the
clutter-to-noise ratio. Thus these curves are directly ap-
plicable to other radar frequencies as well as S band. The
parameters used in Fig. 7 are the same as in the scanning case.

The following properties of the step-scan curves (Fig. 7)
should be noted:

g) The notches at the blind speeds are now very narrow.
There would be much less chance of losing a target in clutter
with near tangential velocity.

h) In mostinstancesa DFT can replace the optimum filter
and thus improve computation efficiency.

i) Although it cannot be seen on this figure, the improve-
ment at the “blind speeds” is 0 dB as in the scanning case of
Fig. 6.

By comparing these results with those of Fig. 2, we see the
amount of clutter rejection achieved in the present radars as
well as other conventional MTI systems is far less than the
best that can be done, whether scanning or not.

2) Near-Optimum Signal Processing: In the scanning an-
tenna case, the implementation of the optimum processor for
every range-azimuth cell calls for M complex multiplications
for each target velocity examined. Usually, if Af pulses are
being processed, a filter bank with Af filters will give adequate
coverage for all target velocities. Thus Af2 complex multiplica-
tion must be performed for every range cell. For a typical
ASR, 800 range cells per sweep must be sampled on 10 sweeps
and processed every 10 ms. If optimum filters were used,
8 000 000 complex multiplications per second would be re-
quired or 32 million simple multiplications.

A simpler processor can be built. The optimum processor
can be broken into two parts, a clutter filter followed by a
target filter. The filter used to reduce clutter multiplies the
signal vector by the antenna weighting and by the inverse of
the interference covariance matrix. The target filter used to
enhance the target is a DFT. The near-optimum processor
could consist of a digital filter which approximates as closely
as possible the frequency response of the clutter filter followed
by a DFT for the target filter. This combination will give
improvement factors within a few decibels of the optimum
shown in Fig. 6 and require fewer multiplications per second
than previously indicated. It will alo provide Doppler in-
formation on the target.

Through direct comparison it has been found that a simple
three-pulse canceler without feedback forms the clutter filter
portion of a near-optimum processor for the scanning antenna.

For the step-scan case, Fig. 7, the clutter filter is nothing
more than a dc removal filter and as such is very easy to im-
plement.

3) Ground Clutter Map: The near-optimum ground clutter
processor would not be complete without adequate threshold-
ing. For a typical ASR, ground clutter will appear only in the
zero Doppler filter and the filters immediately adjacent on
each side. Ground clutter is very spotty in character. It varies
greatly in size from one resolution cell to the next. Thus
averaging nearby cells will not give a good estimate for
thresholding purposes.

— ————
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A practical way to accurately set ground clutter thresholds
i< to use a digital ground clutter map which remembers the
ground clutter in every range—azimuth resolution cell averaged
over asufficient time period (number of scans).

Such a clutter map provides superclutter visibility. When-
ever an aircraft's cross section is larger than the clutter over
which it is flying it will be seen even if it has zero radial
velocity (tangential target). The operator makes no decision
concerning the selection of MTI or normal video to be dis-
played on the scope. The best detection is provided auto-
matically in each range—azimuth cell because detection in each
velocity is optimized separately.

4) Filter Bank for Precipitation Filtering: It iz fortunate
that the optimum or near-optimum filtering against ground
clutter utilizes a filter bank since thi~ i~ a good approach to
climmating weather clutter. We need about 30-dB weather
clutter rejection of which 13 dB is provided by circular polari-
zation. Filtering of some sort is a viable solution to ubtaining
the remaining 15 dB. The filtering could be near-optimum as
in the case of ground clutter except for the fact that the
weather clutter spectrum (see Fig. 8) changes with time. This
change could be measured and the filter adapted to the spec-
trum, but this would result in an intolerable amount of hard-
ware.

A good alternative is to usc the filter bank produced by the
near-optimum ground clutter filter. It is only necessary to set
the threshold on each filter adaptively. A so called “mean-
‘evel” threshold is employed. Since storms are rarely less than
about 1 mi in extent, the moving clutter is averaged over a
i.aif mile on either side of the cell being examined for a target.
Lach velocity is averaged separately <o that filters containing
cnly noise and not weather clutter will not be penalized.

If further, a multiple PRF system is used so that high-
~1-ced aircraft typically will fall in different filters in the filter
bank on successive PRF's, there is a very high likelihood that
the target return will be competing with noise only on one of
two PRF’s. Only for aircraft whose true (not aliased) radial
lucity coincides with that of the rain wiii there be a degrada-
tion in detection performance.

In summary, a modern radar for air-traffic control use
taiploying a scanning antenna would have a fully coherent
transmitter; a linear. large dynamic range receiver; a signal
Processor containing a near-optimum ground clutter filter
Lank: a fine grained ground clutter map to set ground clutter
thiesholds; mean-level thresholding on weather; and would
¢mploy multiple PRF’s for elimination of blind speeds.
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Fig. 9. Radar cross section of aircraft and moving clutter

(rain and birds) as a function of frequency [1].

B. Lower Frequency Rudar

Another approach to the clutter problem is to choose radar
parameters such that the target-to-clutter ratio at the input
to the radar i much more favorable. For instance, the clutter
cell size could be reduced by using very narrow beams or the
range resolution reduced by using pulse compression. These
are not very attractive solutions because they imply large
antennas or very wide bandwidths in already overcrowded
radar bands. A viable solution would be to go to lower fre-
quencies.

Fig. 9 shows a summary of aircraft and moving clutter
cros--section data a- a function of frequency. For rain we have
a~ssumed a fan beam with a 1.5° azimuth beamwidth at 3¢-nmi
range. It is quite clear that the aircraft return is maintained
at the same size or larger as the frequency decreases, whereas
the moving clutter, precipitation and bird<, decreases in size.
The clutter sizes shown are mean values so that an approxi-
mate 15-dB ratio between target and clutter is required for
automatic detection. The dashed line at 600 M Hz is the high-
est frequency where rain and birds are not considered a prob-
lem. Below 600 MHz, the radar nced not even use circular
polarization to combat rain.

C. Antenna Improvements

1) Dual Beam Antennas: The present ASR antenna suffers
because of two facts. First, it is tilted up several degree= (see
Fig. 3) to reduce the ground clutter signals, thus degrading its
low altitude performance at long ranges. Secondly, it has a
cosecant-squared pattern with inadequate gain at the high
elevation angles. Because of the latter fact, an aircraft at,
say, 9 mi and 15 000 ft suffers a 20-dB disadvantage because
of its position in the antenna pattern compared to some mov-
ing clutter at the peak of the beam (9 mi and 3000-ft altitude).
A cosecant-squared pattern is a poor pattern to use when the
elimination of birds and weather clutter is desired.

The ideal pattern i1s one that is uniform with elevation
angle. Then an R™* STC curve together with thresholding
against noise will produce a constant cross-section discrimina-
tion against birds and weather. This ideal pattern would how-
ever have about 9 dB less peak gain than the present ASR an-
tennas so it is out of the question. An antenna whose vertical
pattern changes with range on receive is needed. It could
maintain long-range low-altitude coverage and correct the
high-elevation short-range problem as well. The ASR-8 radar
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Fig. 10. Doppler spectrum of ground clutter and light single engine
aircrait as observed by a UHF radar employing an electronically
step-scanned antenna.

presently being developed will provide a dual beam on receive
which will improve the long-range low-altitude coverage but
will do little for the short-range high-angle coverage. Improve-
ments of the SCV by 20 dB or more using improved processing
techniques should remove enough restrictions on the antenna
designer to solve the second problem.

2) Step-Scanned Antennas: An electronically step-scanned
antenna is highly desirable for incorporation in an ASR be-
caus=e it reduces the spectral width of the ground clutter return
to a narrow band. It is so narrow in fact that it is possible to
completely separate the aircraft with slow velocities from the
ground clutter. This is illustrated in Fig. 10 which is the
spectral output of a 435-MHz radar using an electronically
step-scanned cylindrical array antenna (Fig. 11). Notice that
all of the ground clutter appears in one of the filter outputs
and that the aircraft competes only with receiver noise. The
SCV of the radar is limited only by the size of clutter the radar
can handle and this, in turn, is limited only by the dynamic
range of available A/D converters.

Although not entirely ruled out at S band, these cylindrical
arrays are easier to build at lower frequencies and the large
aperture they provide substantially reduces the required
transmitter power, which in turn permits all the antenna
switching to be accomplished with solid-state components.
Cylindrical arrays have been used in a few radars at UHF
and one is being designed for ATCRBS use at L band by
Hazeltine.

Step-scanning a mechanically rotating antenna would pro-
duce a meaningful improvement although probably not as
dramatic as that shown in Fig. 10.

IV. SoME REsuLTs

Two demonstration radars utilizing the radar signal
processing techniques described in Section 111 are being tested
at Lincoln Laboratory, one at UHF and the other at S band.

A. UHF Radar with Step-Scan Antenna

This radar utilizes a fully coherent transmitter, an elec-
tronically step-scanned cylindrical array (see Fig. 11), and a
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Fig. 11. Semicircular electronically step-scanped

antenna used with UHF radar.

|

i

Fig. 12, Scan history display showing the detection of many

aircraft. Arrows were added for emphasis.

wide dynamic-range linear signal processor. The antenna
scans over a 45° sector and 1-nmi range gates are processed
out to 30 nmi every 3 s. A picture of typical synthetic video
output for a period of 60 s is shown in Fig. 12. The processor
was implemented using a minicomputer. It simply removes
the dc from the quadrature video and noncoherently inte-
grates two groups of 16 pulses on each azimuth. Detections
on both groups of pulses are required before display. No
ground clutter was seen confirming the results shown in Fig.
10. False alarms occurred in two regions anc are believed due
to automobile traffic. These could easily be removed by a
tracking computer. Absolutely no rain was seen even on a
rainy day. However, rain measuring equipment was not avail-
able to determine the rate of rainfall.
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A few words shouid be said concerning the obvious breaks

in the data. The antenna has a 15° elevation beamwidth
centered at 0% elevation. 1t iy, thus, very susceptible to ground
bl efficcts. The break- in the tracks occur at about the

right interval for ground lobing to be the cause. A properly
designed antenna would have a sharp cutoff in its vertical
pattern at zero elevation to reduce the strong antenna gain
variations with elevation. Typically, we could see single-
engine aircraft over the whole field of view and almost until
they actually landed on a nearby runway.

B. S-Fand Radar witk Rotcting Antenna

A greatly modified FPS-18 radar has been put into opera-
tion to test some of the signal processing concepts outlined in
thi~ paper. The stability of its klystron transmitter was im-
proved so as not to be a limit in system performance. The
antenna was servo driven,so that the ground clutter map
would repeat itself every scan. A new, wide-bandwidth, linear
receiver was provided. A processor employing the techniques
described in Section IIl was simulated in real time on a
general-purpose digital signal processor (the Lincoln Labora-
tory Fast Digital Processor, FDP) [9]. Signals were processed
over 35° of arc by 8 mi in range. Ten complex video samples
were processed as a batch using f-nmi range gates.

As of the present date, only a few results have been ob-
tained using the S-band system. These results have been in
consonance with the predictions of Section I11.

V. CoxcLUusIONS

The problems associated with air-traffic control surveil-
lance radars to be used in a highly automated environment
havé been studied in detail. The general problem is one of
aircraft returns competing with various kinds of clutter re-
turns; ground clutter, weather clutter, birds, second-time-
around clutter, and ground traffic. Radar solutions applicable

to the elimination of each type of clutter have been studicd
Set- of these solutions were brought together to define ra
which would be suitahle to use in automated system-
such radars, a UHF radar employing an electronicaliy step-
scanned array and an S-band radar using a scanning antenna,
have been built for demonstration purposes.
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dorpler freguency shift of the echo signal can be used to determine the

-4

relztive velocity of a target, but it is more often used as means to discriminate
desired (moving) targets from unwanted (stationary) clutter, as in the Moving
Tarcet Incdicatiorn (MTI) radar. The air search radar discussed in Session II usually
is of the MII type. MTI radar technology will be discussed by means of the
following topics:

Block diagram of an MTI radar

Delay line canceller as a doppler filter

Blingd speed:s and their avoidance, including the staggered prf waveform
Multiple delay line cancellers for improved filtering
Limitations of MTI performance
Digital MTI and pulse doppler

MTI from a moving platform

- The use of digital methods has made it possible to eliminate most of the
problems associated with analog delay lines that have limited MTI performance in
the past. There still exist fundamental problems in MTI design that limit the
ability tc achieve the theoretical performance, especially at the higher microwave
frequencies. Onre of the toughest radar problems is that of providing MTI from a
moving platform, such as an aircraft.
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INTRODUCTION

Radar echoes from the ground, sea, weather, atmospheric effects,
birds and insects are called clutter since they usually interfere with
the detection of desired targets such as aircraft or ships. Clutter is
generally of a distributed nature although some types may be considered
as point targets (water towers or other man-made objects, for example).
When clutter is sufficiently intense it, rather than noise, can set the
limits to receiver sensitivity and, hence, to the range of radar operation.
When clutter is the factor limiting radar performance, the design of the
radar for optimum detection is often different than when noise is the
dominant effect.

Clutter echoes are not always undesirable targets to be eliminated.’

-Radar has been widely used to study the nature of targets known as clutter.

Two well-known applications have been weather radar and radar for measure-
ment of the sea state. It has also been successfully used for the study
of the flight of birds.

The study of clutter can be divided into two classes, which are
1) surface clutter from the land or the sea, and 2) volume clutter as from
weather or the atmosphere. 1In this course both classes of clutter targets
will be discussed. Clutter will be viewed both as a nuisance that inter-
feres with the detection of desired targets and as a desired target itself.
The study of surface clutter will concentrate on the sea since there exists
far more information about radar scattering from it as cbmpared with that

from land.
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Tne parametlar used to describe the radar scattering from surface
targets is the clutter cross section per unit area of illumination.
This is designated & °. The geometry of the illuminated area is defired

by Fig. 1.

Radar quatiocn for Detection in Sea Clutter

when clutter dominates receiver noise, the radar range equation can
be expressed as
be

R =
T (50 min 77 G, (cT2) miny

where =~ = maximum range
o max ge, 0

, = target cross section, (S/C)min = minimum

signal-to-clutter ratio required for detection, 6 = azimuth beamwidth,

b
c = velocity of propagation, T = pulse width, and iﬁ = grazing angles.
This form of the radar equation applies for grazing angles that are not

too large.

[

Characteristics of U~

Fig. 2 illustrates the dependence of 7 on grazing angle, frequency,
and polarization. Other factors which affect U ° are sea state, wind,
rain, contaminants, pulse length, shadowing, and others we probably don't

even know about.

Theoretical Model of Sea Clutter

There have been several different models postulated to explain the

nature of the radar echo from the sea including the sinusoidal surface,
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Fig. 1 - Area {lluminated by radar at low grazing angles.
(a) side view, (b) plan view. (Symbols defined in text.)
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Fig. 2 - Composite of data showing the variation of o °with grazing angle,
frequency and polarization for a ‘“medium’’ sea.
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drorlets, and facets. The currert theory is basecd on a composite surface
macdel ir which small ripples, or capillary waves, ride on tor of the
larger gravity waves, Fig. 3.

. |

Techniques for Aiding the Detectiorn of Targets in Sea Clutter

Methods for improving the detection of desired targets from undesired
sea clutter include the following:
MTI (Moving Target Indication)--Does not help in detecting navigation
aids such as fixed buoys.
Frejuency--Lower frequencies produce less clutter (but it may be
more difficult to direct radar energy on the surface at lower
frequencies).

Polarization--Horizontal polarization produces less clutter.

Pulse width--Short pulse produces less clutter.
geamwidth--Narrow beamwidth produces lessclutter.

Antenna Scan Rate--A very rapidly rotating antenna decorrelates

sea clutter and allows an improvement with pulse integration.

Target Time-Correlation--Observation of target over an interval of

time allows discrimation from sea clutter because of target
"persistence."

Matched Clutter Filter--Difficult to implement.

Frequency Agility--Clutter echo decorrelates with frequency but

point target does not.

Clutter Range-Gating--When looking at normal incidence to the sea
surface with high range resolution radar the clutter is at a
greater range than a ship and so can be gated out.

Detector Design--The usual receiver detector design is based on the

assumption that noise or clutter has a Rayleigh probability
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FIGURE 3. COMPOSITE SURFACE MODEL
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distribution. Sea clutter is not always described by such a
distribution so that other detection criteria are indicated.

STC (Sensitivitv Time Control)

Log FTC--Logarithmic receiver characteristic followed by a high
pass filter.

TAGC (Instantaneous Automatic Gain Control)

Pulse Width Discrimination--Clips pulses due to extended targets.

Automatic Video Thresholding--A form of constant false alarm rate

(CFAR) receiver for clutter.

The basic desire in designing a radar to see targets in clutter is to
increase the ratio of target-signal-to-clutter power. A method that reduces
clutter in of itself is not necessarily desirable if target signal is
'reduced as well. (A trivial example is the raising of the antenna beam over
£he water. The sea echo is reduced, but so is the echo from any other
surface target. A clutter fence would have the same effect.) Some of the
above techniques do improve the target-to-clutter ratio, and some do not.
Those that do not are generally used to prevent the receiver or the display
from saturating. In the presence of large distributed clutter echoes, the
receiver might be saturated and not allow the detection of desired point-
targets even though thgy were much greater than the clutter. Methods for
automatically "turning down the gain" or maintaining the false alarm rate
constant are used to maintain the performance of the radar even though they

offer no "subclutter visibility'" or improvement in target-to-clutter ratio.

Remote Sensing of Sea Conditions by Radar

Several methods have been proposed or have been used to measure by use

or radar techniques the condition of the sea. Some of these methods attempt
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tc deterrine the sea state, or averace wave height, but some car provide

iy

mucn mcre inforzation. Tnese msthods may be classified as follows:

- X o 5 v .
a) Scatterometer--which measures the curve of ¢ vs angle and infers

by such a measurement the state of the sea, Fig. 4.

b) Precision altimetryv--By observing the sea at normal inciderce with

a very short pulse the surface roughness, and therefore the sea
state, can be deduced from the smearing of the echo pulse.

c) EF doppler radar--The doppler spectrum of an HF radar echo from

the sea yields information on the magnitude and direction of the
wind at sea. This is descrivced in the attached reprint from
CON~ Reviews.

d) Imaging radar--liapping of the wave patterns with high resolution

sidelooking radar can allow the determination of the sea spectrum.
ther techriques that might be considered include polarizatior ratios,
critical angle determination, absolute measurement of " at normal
incidence, and variation of ¢ with frequency to determine the crossover

from diffuse to specular reflection.

Land Clutter

The radar echo from land clutter is more difficult to deal with than
sea clutter, both in theory and in practice. The echo from land is much
larger than from the sea by an order of magnitude or more. In addition, it
is more difficult to quantify and classify the nature of land echo. The
echo from land depends upon the type of terrain and its composition. Desert,
forests, vegetation,-baré soil, cultivated fields, cities, roads, lakes,
and mountains all have different scattering characteristics. Furthermore, the

echo will depend upon the stage of growth of any vegetation and the moisture

content. A snow cover can also change the scattering. By contrast, sea
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SEA CLUTTER (c9)

RELATIONSHIP OF o© AND SEA CLUTTER ORWIND VELOCITY
V3
Va
CRITICAL ANGLE

Va4

V3 Ty

Vo VI € Vo< V3¢V,

Vi

0° 900

GRAZING ANGLE (DEGREES)

Fig. 4 Relationship of ¢° and wind speed, or sea clutter.
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echo is micn more wuniform. The radar echo from the sea irn the North
Atlantic 1s net tnat much different from the sea ir the South Pacific
under tne same wind and fetcn conditions. Although our knowledge of
radar sea ecnc is far from complete, it is in better shape than our
Knowledse of land ecno. Fig. 5 illustrates the diverse nature of radar

echo from various land surfaces.

weather Clutter

weather clutter, just as was the case for sea clutter, is of interest
for the information it,can provide about weater phenomena as well as De
an impediment to the detection of desired targets. Many of the technigues
for improving the detection of targets in sea clutter apply to weather
clutter. One of the mcst effective is the reduction of freguency. Since
the clutter echo is proportional to the fourth power of the frequency,
significant benefit is obtained in operating at lower frequency. For
example, the radar reflectivity of rain at 1250 MHz (L band) is 35 db less
than that at 9375 MHz (X band). Thus the lower the frequency, the less
concern about weather effects.

When radars must operate at the higher microwave frequencies where
rain echo is large, the adverse effects of rain can be mitigated by use of
circular polarization and by high resolution in range and angle. The use
of circular polarization takes advantage of the fact that raindrops are
symmetrical (spherical) while most targets of interest, like aircraft,
are not.

Radar is of interest as a sensor of weather effects and it has been
widely used for this purpose. It is in everyday use to aid meteprologists
in monitoring rain and storm conditions; and it has been employed for

measurement of precipitation, the study of the physics of clouds, tornadoes,
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hurricazes, and clear air turbulencze.
[, 8l

In: paslitc for the use cf radar as a measuring tool for precipitation

is the radar equstion:

Wwhere I = received power, Pt = peax power of transmitter, G = antenna
gair, » = radar wavelength, 0 = target cross section, and R = range.
Since rain and other hydrometeors are volumetric targets, the target
cross section ¢ will depend on the volume of clutter illuminated. It
is therefore convenient to express the scattering properties of rain on

a per-unit-volume basis. Thus we write
— . : &= o
0= I (RE4) (R¥p) (c/e) 2.7
<

where 65 and Y:b are the half-power beamwidths of the radar antenna in the
azimuth and elevation planes, (¢T/2) is the width of the resolution cell

in range when the pulse width is © , ¢ 1is the velocity of propagation, &
is the radar cross secfion of the individual precipitation particles, and

tne summation is taken over a unit volume. With this definition, and using
the relationship G = U'F'Ae/xz between the antenna gain G and the effective

area Ae to eliminate one of the G's in the radar equation, and noting that

G=4T /eB}‘B to eliminate the other, we get

Pt Ae h ;EIT:

<

T = -
r 32 Rz

In this equation the bar over the received signal power signifies the average

value. We have also suostituted h = ¢T , a practice common among radar
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cists {put not widely used by other radar engineers),
Since precipitatior particles are almost always much smaller thar the
radar wavelencin, the cross section can be expressed by the Rayleigh

formula
SNE el it
<
Suostituting into the previous radar equation, we get,

— e &
’PI—: /1 Pt,A(}') ‘k"z. ZDG

32R\ :

The factor 'Klz depends on the dielectric constant of the scatterers.

For ice at all temperatures and microwave freguencies |Kiz = 0.197. The
value for water varies with temperature and frequency. (It can be found
ir a number of sources.) As an example |kI* = 0.93, for water at 10°C
and a wavelength of 10 ecm. The difference in the value of |kll for ice
and water is one reason that radar operation is degraded less in snow than
in rair.

Radar meteorologists define

€
Z==0D
<
Tnere is a relationship between Z and the rainfall rate r, of the following

forn:

Z = ar

wnere a, b are empirically determined constants. There is much variability

in the values of these constants, but a commonly used relation is

Z = 200 p1+©

where Z is in mm6/n.3 and r is in mm/hr. The radar equation for rain is then
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For snow the corresponding relationship between Z and r is

Z = 2000r°
where r now refers to the precipitation rate based on the equivalent water

coentent of melted snow.

. Detection of Targets in Weather

Manv of the techniques mentioned previously for aiding the detection
of targets in sea clutter apply as well to weather clutter. A short pulse
and narrow beamwidth will reduce the amount of clutter with which the
target must combete. A log-FTC receiver, AVT or IAGC can provide some
relief, but do not pr§vide subclutter visibility. The usual MTI is not
as effective as one might like. Circular polarization provides an improve-
ment in target-to-clutter ratio, but the biggest reduction occurs by

employing lower frequencies.

Aprlications of Weather Radar

The use of radar as a means to study and measure the effects of
weather represents an important application. The uses of radar in this
regard include:

Routine observation of storms and precipitation
Hurricane tracking

Quantitatiye measurement of precipitation
Airborne weather avoidance

Meteorological research
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nadar echoes ottained from regions of the atmosphere where no "apparent”

reflecting sources exist have beer called ghosts or angels. Such echoes

can, for the most part, be explained as one of the following: birds,
insa2cts, weatner fronts, layered clear air turoulence, convective bubbles,
second-time-around echoes, or lightning. The use of radar for the detection

of

clezr air turculence has been of recent interest. Although radar can
detect CAT, it is probably uneconomical to do so on the basis of what is
currently known. It should also be mentioned that birds can provide
extensive clutter in an air surveillance radar and can limit the capability
of a radar to detect targets just as can land or rain clutter. The elimina-

tion of clutter due to birds is not always an easy task, but STC can be

of help.



Table 1*
WITH CORRESPONDING SEA STATE CODES
W 1og
Wind speed World Estimating wind speed Hydrographle Ocn | ™ "0 Metoorologleal
Meteoro- Sl .
n’z::l- 8esman’s logleal
meters xm term Organi- Term and Term and
u knots | mph per el tation Effocts observed at sen Effocts observed on land helghtof | Codo | helghtof | Code
socond (1904) waves, In foet waves, in feot
0 | underl|underl| 0.0-0.3 | underl| Calm Calm Sea like mirror. Calm; smoke rises vertically. _Caim, 0 0
1 1-3 1-3 0.3-1.8 1-5 Light air Light alr | Ripples with appearance of scnles; no | Bmoko drift indicates wind direction; Bmooth, less 1 Calm, glassy, 0| 0
_fo LS. vanes do not move, __thant
2 -6 4-7 1.6-3.3 6-11 | Light nght Sm elots; cresty, of glassy ap- [ Wind felt on face; lenves rustle, vanes Slight, 1-3 “Calm,rlp- |71
- breeze roeze | pesrance, not hrenkl __begin to move. I | plpd 0-34
3 7-10 8-12 3.4-5.4 12-19 | Gentle Qentlo Large wavclots; crests hnxln to break; | Leaves, small twigs In constant mo- Modernto, 3-6 3 Tmooth, wave-
breezo breeze d w ccn tion; llzhl. flags extendod. o =7 | ey, 14-134
4 T1-16 | 13-18 | 5.57.9 | 20-28 | Moderate | Moderate | Small waves, becoming longer; numer- | Dust, leaves, and 10030 paper raised i Slight, 2-4
__llreeze recze ous whitecaps. __up; small branches move. .
0 17-21 | 1924 | 8.0-10.7 | 20-38 | Fresh Frosh Modorate waves, taking longer form; | Small tr Wourh, 558 « | Modernte, 40 |74
_breoze __l»j‘f'ou __mnny ) whiteenpy; somo spray. S B y = L LY
6 | T22-27 | 2531 | 10.8-13.8 | 3949 | Birong Btrong Largor wnms lorlnlng. whitecaps | Larger branches of trees in motion; “Rough, 8-13 | 8
. breoze brooze everywl whrlsn_lnx__l!ggr_(l_lwlr[n ~ i . .
7 28-33 | 32-38 50-61 | Modcrate | Noar gale | Ben heaps m from break- | Wholo troes in motion; resists s - P
gale In; ::vts beg!ns to bo blown in in walking against wind,
8 | M40 | 3946 |17.2-20.7 | 62-74 | Fresh gale | Gale Modermly high waves of greater | Twigs and small branches brokon off | | V&rY roueh, 5
length; edges of crests begin to break trees; progress genernlly impeded. Very rough, P
into spindrift; fonm is blown in well- 13-20
marked stroaks.
9 4147 47-54 | 20.8-24.4 | 75-88 | Strong Btrong High waves; sca begins to roll; dense
gale gale stroaks of foam; spray may reduce m{,‘,g:;‘m":od'mm occurs; slate | | yion 12-20 [}
. I PO visibllity. I (R S
10 48-55 55-63 | 24. 5-28. 89-102 | Whole Btorm Very high waves with overhanging | Soldom experienced on Iand; trees -
gole crests; sea takes white appenranco broken or uprooted; considerably Very high, 7 Tigh, 20-30 7
as foam s blown In very donse structural damago oceurs. 20-40
stroaks; rolling is heavy and visi-
S SO - Dility reduced. B | B [ P S
n 36-63 64-72 | 28.5-32.6 | 103-117 | Rtorm Violent Excoptionally high waves; sen coverod Mountainous, E] Very high, B
storm with whity fonm pulclms, visibility 40 and higher| 30-45
still more reduced. T
12 64-71 73-82 | 32.7-36.9 | 118-1 . i
13 | 72-80 | 83-02 | 37.041.4 | 13¢-149 v’,}',‘,’,.,’,:,"&,’,;‘.’,’;,’,':&"if;‘ w}’d"(,,ll::;’d'
14 81-89 | 93-103 | 41.5-46.1 | 150106 Air filled with foam; sea completoly | ,nage Phonomenal,
15 00-00 | 104-114 | 46.2-60.9 | 167-183 | Hurricane | Hurricano white with driving spray; visibllity " Confusod 9 over 45 1]
16 100-108 | 115-125 | 51.0-56.0 | 184-20] groatly reduced.
17 100-115 | 126-136 | 50.1-61.2 | 202-220

Note: Since January 1, 1955, weather map symbols have been based upon wind speed In knots, at fivo-knot intervals, rather than upon Bonufort number,

ditch, “A Practical Navigator,” U.S. Navy Hydrographic Office H.O. Pub. No. 9, 1966. Appendix R.

*From B




Rain Model

There does not exist any generally agreed upon model for
a rain storm. The radar scattering characteristics of uniform
rain of any particular rainfall rate are well known, but actual
storms are not uniform. They contain cells of more intense
rain than the surroundings and the mean intensity of rainfall
decreases with increasing altitude. Also, intense storms
generally occur at lower altitudes and have a smaller extent
than less severe storms. The problem is further complicated
by the different scattering properties of rain and of the

ice particles found at the higher altitudes in storm clouds.

The model for rain that will be assumed here is based
on that given by Edgar et al,l as modified., For the design
of surveillance radars they assume the precipitation rate of
rain to be uniform throughout the affected volume and that
the volume affected by rain varies with the precipitation rate

as follows:

PRECIﬁiTAfION RATE DIAMETER CEILING DURATION

2mm/hour 300km 4km 13 hours
4 45 4 5.0
8 35 8 1.8
16 20 8 0.6
< 8 8 3
8 0.06

64 1

(The "duration" is the maximum duration to be expected at

any one place with a frequency of once per year. Its value

1. A.K. Edgar, E.J. Dodsworth and M.P. Warden, "The Design
of a Modern Surveillance Radar," International Conference on
Radar - Present and Future, 23-25 Oct. 1973, IEE Conference
Publication No 105, pp 8-13.

+




will vary with location.) The radar reflectivity of rain

when linear polarization is used is given by

48 = 1.6 2

n=7.0 x 10~ x £° X r m /m3

(1)

where f 1is the radar frequency in Hz and r is the pre-
cipitation rate in mm/hour. The apparent reflectivity when

using circular polarization will be less by about 15db.

The velocity spectrum of rain moving with the wind is
also given by Edgar et al. This is important for the design
of MTI and pulse doppler radars. They take the shape of the
spectrum to be guassian, centered on the wind velocity, with

a standard deviation of

1/2
. )21

c, =[1+ (7.3 x 1077 xk x R X & m/sec (2)

where k 1is the wind-shear across the vertical beamwidth

in m/sec/m, R is the range in meters, and ¢£ is the vertical
two-way half-power beamwidth in degrees. Nathanson2 suggests
that for radar calculations the value of k = 5,7 X 10_3

m/sec/m be used for radars pointing in the direction consistent

with that of the primary high-altitude winds.

The rain area as given above from the paper by Edgar
et al differs from that given by Nathanson (Ref 2 p 197),

which is

2. F.E. Nathanson, Radar Design Principles, McGraw-Hill Book
co., 1969, pp 206-209.




diameter (n mi) = 25,9 - 14.7 log r (3)

This is shown plotted in Fig. 1 along with the data of Ref 1.
Nathanson's storm sizes are less than those of Edgar et al

and deviates considerably at low rates of rainfall.

Figure 2, taken from Battan3 plots the median profiles

- (Z=200r1'6) for New England thunderstorms.

of Z in mm6/m
The heights here are different than in table I but are consistent

for medium rain. Note

™ .r:,\\.\r,mw T
12+ NI £
i \ \\\\ i Q
i '\ * Y Fig. #4. Median
10 . \ - :
\ profiles of core Z in
s \\\ o o e 4 1957-58 New
_5 sk N \\\ \ . England thunder-
) . o % storms, arranged by
; & . ‘\\\ -4 categories of severe
0] \ N weather. The 51 cases
o Sr \ * Y M of hail include the 29
T 2 \. \ - / Jd  cases of large hail
! ] £
) 2 (diameter of 1/2 inch
4+ — — RAIN -82 cases \ / <4 or larger) which are
| —— HAIL-5I cases ‘1 q Shelacmit,
—_— i N \ so, the 11 tomado
2L 2172" HAIL-29 cases - profiles are taken
i —— TORNADO -1l cases | from the all-inclusive
. 3 ' . . rain and hail
o L 1 ittt 2] IR 3 Jo L L 11l 4 1 1L 5] 1 llllll6 Categoﬁes. FrOm
10 10 10 10 10 10" Donaldson (1961a).
Z- mm®/m3
: 3
that an r of 4 mm/hr corresponds toa 2 of 1.7 x 107,

and r = 32 mm/hr corresponds to Z = 5 X 104.

3. L.J. Battan, Radar Observatior of the Atmosphere, University
of Chicago Press, Chicago, 1973, p 207.

M. l‘Skoin.k
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Further questions relating to 3essions III and IV

what problems occur if the KLTI radar is on a satellite?

Does a step-scan radar with ¥TI suffer a "scanning fluctuation"?

Loes the digital iTI do something the "ideal" analog i“TI does notf?

Are there any other methods for improving the target-to-clutter

ratio, in addition to high resolution, when the target and clutter

are both stationary?

wWould you expect o° for land clutter to decrease, increase, or
remain constant as a functiorn of grazing angle, at very low grazing

angle?
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Session V

A, DPULSE COMPRESSICN

B, TRACKING WITH SURVEILLANCE RADAR

- AUTOMATIC DETECTICN AND TRACKING
A session on two subjects, a2 part of the course

RADAR SYSTENS AND TECHNCLCGY
-203- '

George Washington University, Washington D.C.

R. T, Hill

November 1976
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his session trezis twe impertant subjects in radar systern

=3

technolory =« the first, an essential element of the greater subject

"signal processing" and the second, a process that brings rezl utility
to mocderr radzrs ir a way nct possible cnly a decade or so ago.

"Signzl processing” is a term usually descriting the treaiment cf
the reccived signal in a radar prior to (and czn include) the detection
of the envelope of the radic signzl in the receiver, Certairly the
taking of signals from the antenna, the amplifying and mixing of them
with radic signals used as a reference (as from a "local oscillator"
to estzblish 2 convenient "intermediate frequency"), the treatment of
successive returns (as ir a Moving Target Indicator or in a signal
* "integrator" of sore sort) all constitute & part of signal processing,
When this processirg involves attention to not only the amrlitude of the
signal at hand but zlso its phase we speazk of it as "coherent"; when only
the amplitude of the signal is important (as in some "video processing"
followin: envelcpe detection), we speak of it as "noncolerent" signal
rrocessing, "Pulse compression” deals with the response of a radar to
its particular signal (with attention to beth amplitude and phase) and
is, therefore, in the realm of "coherent signal processirg", It is
assumed in these notes that the other aspects of cohereni signal processing
are at least casually familiar to the student, or that he will hzve other

access to thernm,

It is important for a modern surveillance radar to "finish the job"
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o7 esctir tin: ine preserce of reflecting bodies thought to be of

i

intercst tc & user., The autometic detecticn end track features just
now findir:; ireir wzy intc radar systems generally treat the cutput

cf the envelcre cdetector, well after pulse compression and the rest
ignzl procecscing, to estimate relizbly the presence and

to sustzin
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these estirztes (to form tracks) for the continued benefit of the user,
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noncoherent signa
processing”, "videc processing", “threshold processing", "plot
extraction" or "autcratic target detection" where the presence and
measurec location of e target are concerned, to "data processing" or
even "inforhaticﬁ processing" where the subsequent stages of track

formaticn are cconcerrned, We will be content with "Automztic Detection

eni Trackins" to embrace the wheole process.,

V. A, Pulse Compression
In trhis lecture, we will suggest why pulse corpressicn is inpor-
tant in radar design, develop with some simple diagrams the basic
thecry, 2nd illustrate, agaim with simple diagrams, the twe basic tyves
of pulse cormrression, namely frequency modulation (“linear fom,-ing"

ping") and phase coding,

0
o
e
H

Why pulse compression? - While the earliest "radars" mey not

have used pulses, nonetheless it was quickly reasoned that z short
pulse transrmitted and 2 listening period to follow (one long enough
to permit time for reflected returns from the greatest of reasonable
target ranges) permitted an easy measurement of the rznge of
reflecting bodies., Certainly such operation permitted one-antenna

transmit and receive systems (duplexed radars) without fear of turning
2



tre ‘wrcle svetes interan ostilister) - Very ceonverpent.

measurenent of rance to each of two separate but closely spaced targets,

Cf course, it was alsc apparent that if one wanted to see small
tareets 2 long woy away, one needed lots of electromagnetic energy in
his pulse - one needed a strong signal,
ine - nert pulse, lots of energy - gc tc high peek powers
in the transmitted pulse,

However, as performznce needs increased, the obvious lirmitaticns
on pezk power (wavesuide and tube breakdown, arcing, for example) put
a bouns on this dimension, Sc the question was, how to get more energy
per nulse without sacrificing trhe rangs resolution cf 2 short pulse,

Then, mcre elegant examinaticn of how receivers respornd tc
signals showed that the resolution in range came not uniquely from
the fact that the pulse was short in time, but ratrer from the fact

thzt it had 2 broad spectrum of frecuencies in its modulation, It's

those high freguency constituents (or far out “sidebands™) that shape.
the narrow pulse that would allow a receiver to distinguish the
range-difference between two closely spaced returns, (To appreciate
trhis more fully, a basic understanding of modulation theory is
required - the next few paragraphs supply this.)

So, both a2 strong signal and good range resclution can be had

simultaneously by using long pulses that keep the bandwidth of a much
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sigrzl {tnn1 wWill Meorprec=" tze lors but wide bend pulse), Figure 1
restztes this funiamentzl idez,
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i,e, & very sncrt pulse,,
eo2llcws reflecticns frem
twe closely spaced targets,.. «.to be seer by
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tre receiver,.

re's not much enersy there, it gives 2 weak signal

reiztive to receiver ncise,

A stroncer (higher peak power) pulse would do
but transmitter egquipmert may limit this
dimensiocn,

oA
<

Mie is another strong signzl (more energy)
but the signal will "overlap" from the two

targets
but, if there's a deliberate
modulzticn on the pulse
(as in this exarple)ess +othen the reflections,. ..may still be

Fulse

seperated by a
proper "“pulse
compression" receiver,
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the reletionships between 2 pulse ard its spectrur,

but a2 few relziicnships are essentizl, The diagram of Figure 2 reminds

-~ v . T . . \
us of hev & pmooulziion envelope (which we will later apply to a cerrier)

is in fact “composed

of frejuency ccnstituents (which will be the

sidetand="on each side of the czrrier when we sc modulate the carrier).
f
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FIGURE 2  Spectrur of pulses

The student is rerminded of a few fundamentals:

2) If the waveform f(t) is in fect a train of pulses, this

"shaping"of the pulse we see in the figure must recur periodically

to form the train ; therefore that first sine wavé Be see must be

of the pulse repetition freguency itself and each of the cother cons-
tituents must be integral multiples of it, i.e. we have a line spectrum

with the prf being tke line spacing.




¥ 1T the wewvefore P copsists of one pulee only or 2n in

.

N

exis (unilire rzcar, we ncte the recurrence cannct be pernitted, there-
frejuercies "in between" the lines of case a) above rust

be prezerti, giving us the shaping here at t, but never agzin « the
spectrur. of & sinslc pulse is a continuum of freguency ccnstituents,
pulse invc#¥ed is particularly narrow in time, there

must be hirher-frecuency constituents before the first spectral "zerc

crossins" shown to mzke it narrow, If it were particularly bread in

tire, the cpreosite is true - the spectrur is narrower., 1In fact, the

toZent §“culi consider the nature of the spectrum of an

infinitesimally nerrov pulse, an impulse, And he shculd consider the

cther exirere: a single line of frecuency being 2 contiruous wave in time,
It r=y helr the student to visualize in the framework of Figure 2

the freaguency ccnstituency of a train of pulses in which the pulse width

ejuzls ons hz2lf the repetition frequency, so the spectral zero crossings

| are at 2 prf, 4 prf, 6 prf,

etc, an? we hzave only odd

frequency constituents, jJust
as we should rezlize from
the elermentzry graphing abcve,

In our radar work, the student should remember that these spectrza
represent the molulation put on the r.f, carrier - so they are the
sidebands on either side of that carrier in the complete spectral

representation of the signzl,
INPCRIZNT - WIDE PULSES HAVE NARROW SPECTRA, NARROW PULSES HAVE

WIDE SPECTRA,
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el lowsy a purbdber ef fildters (v:ry narrov bani) feed differing delay

linez, the outrutsof which go to z sumning device (below), If I were

cy constituents) tc this net-
: ' 2 AT
N 3 . e
WOTK, 1 would have a signal . e

out thzt is the recombinztion of fn ('L4)AT- | \

frezuenciez, ani it would appezr tc have a longer time envelope. The

dot*ed in, Such & neiwork

e |

woi:ld bs 2 pulse “"stretcher”,

But the longer pulse would

)]

still have 2ll the frequencies of the narrower original, It is now a
freguency moiulated pulse, NCT just the longer envelope on the carrier
which would have & much narrcwer spectrum, This stretched pulse has
the same enerzy content as the original but the psak power is pro-

portionztely less and can now be amplified without as great a fear of

overdriving a peak power limited device.
5]
Now, if on receive we had a second e 2
filter bank which REVERSED the frequency- | 7 Z
; 3 g (n-3)0T
delay relationship (shown at right), we ”{Ei]__—T( DAT
2 -
see thzt the stretched pulse would be |F
A n-I)AI L

reconstituted, the frequencies would

be re-aligned to form again the narrow pulse., This network would be




z molee gontortary Seor thet periticuildy stretensd jpuise " = it is
(e20e’t only “notleoniliy" derived hers) & "maticheZ filter™,

So & pulse corpreszion radar in very general terms might look
like this:

TR=K5 1T REFLECT RECEIVE

7 p !
b . amplifier pulse
pulss ! compressor compressed
F2NSTELET \ (or Vatched pulse
| Filter) output

(retainings fulil
Bl

Tvpes of pulse compression - the lumped-constant network shown

before is in fact typical of early (1950's) pulse compressicn devices
- crystal lattice filters and time delay lines, Then it was recog-
nized that many microwave devices perform in a similar way, that is
they zre “freguency dispersive", A length of waveguide is freguency
dispersive because the total path length traveled by ernergy at any
one fresjuency is 2 function of that freguency an? the guide's dimen-
sions = and since the pathlengths differ, the pulse is "spread out”
somewhzt when received at the far end. But a few hundred feet of
waveguide doesn't maks a very good circuit element so other frequency-
dispersive devices Have becn developed - employing acoustic disper-
sion in metzl strips (with piezoelectric transducers at each ena)

is typical,

Incidentally, in radar it is often convenient tc use the very same




5% 2 PR | ik = 2% s Mt = "G - 2 G
Yast LHE SeneTs tEe. strsiched piise 22l to: coelpress 1t on receive
2 = 2 2 3 3 ~ oo~ -~ - ~2~r 4+
Inie is'pozzible by & trick in the"mixing., ~The basic expansion micht

be done 2l an internmedizte frejuency, then this i.f, is added to a

signal an? the sum taken zs the

radjated frejusncy: {1 *ﬁ 4‘ g
i 1 Lo B radoted

2.9 3¢ Mz 4+ 30CCAHHa T 3C30MHz

Trern on receive, this received frejuency (fraiiategq) Could be mixed

witr zn IC a2bov:s it by the intesrmediate amount and the difference

= 4:LCJ it -{rad ated -Fz‘{
3060 MHz — 3030 MHz = S3CAlHz

By doing this, the high sidebands of the modulation beccme the low

(2

sidebznds on receive and vice versa,.,., and the sarme frequency disper-
sive device (assurmed hsrs to be working at the i,f.) that expanded
the pulse on transrit now will compress the pulse on receive,

Because frequency dispersion results in a monotonic (usually
linear as well) frequency-timé function within the pulse, it is called
"f.mis-ing or use of "linezr f.m." or "chirp" processing, etc.

snother type of pulse comprzssion involves the use of phzse
moiulztion (actuzlly with a phase progression not unlike thzt resultihg
from linear frejuency dispersion - so these technigues rsally aren't
so terridly "differeni” irn theoryh We can illustrate the generation
of an 2xpanied pulse and its subsejuent compression by considering a
tapped delzy line, a:number of 180° phzse shifters (iengtbs of line

will do) and a summer (top of next pzge)s
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we would get the time function _ZL__—————
=

Networks like these can be made with “surface acoustic wave (SAW)"

devices,

ore vivid in this second kind of pulse compression was the
concept of “time-" or "range-sidelobes", characteristic of all pulse
compression receivers, It is possible by weighting the individual
frejuencies in the fom, technique and by weighting the taps of the
delay line to alter the shape of the whole output waveform somewhat,
When this is done (&o keep very low range sidelobes, say), the mzin
pulse in the response will never be quite as strong or narrow as when
no weighting is used., But it may well be an advantage to take a slight

"mismatch" or weighting penalty to achieve very low range sidelobes,

10




the 13-bit Barker: 0000011001C10,
Ritios of expanded to corpressed pulse lengths (tnhe “pulse
corpreszion rztic") vary considerably - in some special purpose

s in the tens or hundreds of thousands. For many

sheuld bz considered useful and typical, Designers speak of the
*1ime=-baniwidth product"” invelved, Recall a2 pulse not stretched in

the fregjuency dispersive manner (or in the analogous tapped delay line
marner) will nave a spectrum containment (most of the energy) within

a passband cf abcﬁt the reciprocal of the pulse width - a time-~
bandwidth product of unity, The modulation techniques result in a
waveforr, then, with greater than unity T-B product. With no weighting

for sidelobe shaping, the pulse compression ratio and the T=B product

o’

can be rezarded as egual =~ the pulse transmitted in a 100:1 pulse
compression system has a T-B product of 100,

The student m2y want to read more of matched filter theory, of

resolution and arbizuity characteristics in such processes and of the

process of convolution and superposition principles in the theory
of linear networks,

Pulse compression permits high power radar operation to be achieved
without high peak power risks while retaining the high resolution of

broadband signals,

end
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Ve - By Trackineg with Surveillsnce Radar

- Automazic Detection and Tracking

s notec on this subject follow and proviid
guits & thorough list of refersnces, kNr, Hill's lecture follows

the sezuence of these notec. The lecture brings added emphasis

tc ths “sarizl" importznce of clutter and undesired signal suppression
ir tae radar signal procession itself, of the reliable and accurzte
"extraction" of target detections and of the establishment and
mzlntenance of tracks formed fron those detections from one or more

such radars with attention to any dissimilarities among them,

12
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Tracking with Surveillance Radar

The track of a target can be determined with a surveillance radar
from the positions of the target as measured from scan to scan. The quality
of such a track will depend on the time between observations, the location
accuracy of each observation, and the number of extraneous targets that
might be préesent in the vicinity of the tracked target. A surveillance
radar that develops tracks on targets it has detected is sometimes called

a track-while-scan (TWS) radar.

One method of obtaining tracks with a surveillance radar is to have
an operator manually mark with a grease pencil on the face of the cathode-
ray tube the position of the target on each scan. The simplicity of such
a procedure is offset by the poor accuracy of the track. The accuracy of
track can be improved by using a computer to determine the trajectory from
inputs supplied by an operator. A human operator, however, cannot update
target tracks at a rate greater than about once per two seconds. Thus, a
single operator cannot handle more than about six target tracks when the
radar has a twleve-second scan rate (5 rpm antenna rotation rate). Further-
more, an operator's effectiveness in detecting new targets decreases rapidly
after about a half hour of operation. The radar operator's traffic handling
limitation and the effects of fatigue can be overcome by automating the
target detection and tracking process with data processing called automatic

detection and tracking (ADT). The availability of digital data processing

technology has made ADT economically feasible. An ADT system performs the
functions of target detection, track initiation, track association, track
update, track smoothing (filtering) and track termination.

The automatic detector part of the ADT quantizes the range into

intervals equal to the range resolution. At each range interval the
detector integrates n pulses, where n is the number of pulses expected to
be returned from a target as the antenna scans past. The integrated pulses
are compared with a threshold to indicate the presence or absence of a

target. An example is the commonly used moving window detector which

examines continuously the last n samples within each quantized range interval
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and announces the presence of a target if m out of n of these samples cross
a pre-set threshold. By locating the center of the n pulses, an estimate

of the target's angular direction can be obtained. This is called beam
splitting.

If there is but one target present within the radar's coverage, detec-
tions on two scans are all that is needed to establish a target track and
to estimate its velocity. However, there are usually other targets as well
as clutter echoes present, so that three or more detections are needed to
reliably establish a frack without the generation of false or spurious tracks.
Although a computer can be programmed to recognize and reject false tracks,
too manyv false tracks can overload the computer and result in poor informa-
tion. It is for this same reason of avoiding computer overload that the
radar used with ADT should be designed to exclude unwanted signals as from
clutter and interference. A good ADT system therefore requires a radar with
a good MTI and a good CFAR (constant false alarm rate) receiver. A clutter
map, generated by the radar, is sometimes used to reduce the load on the
tracking computer by blanking clutter areas and removing detections asso-
éiated with large point clutter sources not rejected by the MTI. Slowly
moving echoes that are not of interest can also be removed by the clutter
map. The availability of some distinctive target characteristic, such as
its altitude, might also prove of help in relieving the computer when per-
forming track association. Thus, the quality of the ADT will depend

significantly on the ability of the radar to reject unwanted signals.

When a new detection is received, an attempt is made to associate it
with existing tracks. This is aided by establishing for each track a small
search region, or gate, within which a new detection is predicted based on
the estimate of the target speed and direction. It is desired to make the
gate as small as possible so as to avoid having more than one echo fall
within it when the traffic density isvhigh or when two tracks are close to
one another. However, a large gate area is required if the tracker is to
follow target turns or maneuvers. More than one size gate might therefore

be used to overcome this dilemma. The size of the small gate would be




determined by the accuracy of the track. When a target does not appear in
the smzll gate, a larger gate would be used whose search area is determined

by the maximum acceleration expected of the target during turnms.

On the basis of the past detections the track-while-scan radar must
make a smoothed estimate of a target's present position and velocity, as
well as a predicted position and velocity. One method for computing this
information is the so-called a-B tracker (also called the g-h tracker),
which computes the present smoothed target position §£ and velocity ;g by

the following equations

smoothed position: x =x +o0o(x -x )
n n n P

smoothed velocity: §£ = X + = (x =X

where xpn = predicted position of the target at the nth scan, X = measured
position at the nth scan, @ = position smoothing parameter, B = velocity

smoothing parameter, and TS = time between observations. The predicted

position at the n + 1lst scan is ;; + x Ts. (When acceleration is important

(=]

a third equation can be added, with Y acceleration smoothing parameter,

to describe an a-f -y tracker.) For & = B = 0, the tracker uses no current
information, only the smoothed data of prior observations. If a = B8 =1, no
smoothing is included at all. The classical o-B filter is designed to
minimize the mean square error in the smoothed (filtered) position and
velocity, assuming small velocity changes between observations, or data
samples. One criterion for selecting the parameters of the a-f tracker is
to choose R = 0?/(2-0a). The particular choice of o within the range of

zero to one depends upon the system application, in particular the tracking

bandwidth. Using as a criterion the best linear track fitted to the radar

data in a least squares sense gives the values of a and B as

_ 2(2n-1) ’ B o 6
n(n+l) ‘ (n(n+l)
where n is the number of the scan or target observation (n > 2).
The standard a-B tracker does not handle the maneuvering target. How-

ever, an adaptive a-B tracker is one which varies the two smoothing parameters




to achieve a variable bandwidth so as to follow maneuvers. The value of G
can be set by observing the measurement error X - Xpn' At the start of
tracking the bandwidth is made wide and then it is narrowed down if the
target moves in a straight-line trajectory. As the target maneuvers or
turns, the bandwidth is widened to keep the tracking error small.

The Kalman filter is similar to the classical ®-B tracker except
that it inherently provides for the dynamical or maneuvering target. In
the Kalman filter a model for the measurement error has to be assumed, as
well as a model of the target trajectory and the disturbance or uncertainty
of the trajectory. Such disturbances in the trajectory might be due to
neglect of higher order derivatives in the model of the dynamics, random
motions due to atmospheric turbulence, and deliberate target maneuvers.
The Kalman filter can, in principle, utilize a wide variety of models for
measurement noise and trajectory disturbance; however, it is often assumed
that these are described by white Gaussian noise with zero mean. A
maneuvering target does not always fit such an ideal model, since it is
quite likely to produce correlated observations. The proper inclusion of
fealistic dynamical models increases the complexity of the calculations.
Also, it is difficult to describe a priori the precise nature of the
trajectory disturbances. Some form of adaption to maneuvers is required.
The Kalman filter is sophisticated and accurate, but is more costly to
implement than the several other methods commonly used for the smoothing
and prediction of tracking data. Its chief advantage over the classical
o-R tracker is its inherent ability to take account of maneuver statistics.
If, however, the Kalman filter were restricted to modeling the target
trajectory as a straight line and if the measurement noise and the trajectory
disturbance noise were modeled as white, gaussian noise with zero mean the
Kalman filter equations reduce to the a-f filter equations with the parameters
o and B computed sequentially by the Kalman filter procedure. As the dynamic
system model is made more complex, the Kalman filter becomes increasingly
more difficult to implement.

The classical o-f tracking filter is relatively easy to implement.
To handle the maneuvering target, some means may be included to detect

maneuvers and change the values of o and 8 accordingly. In some radar




svstems, the data rate might also be increased during target maneuvers.

As the means for choosing @ and B become more sophisticated, the optimal

a-f tracker becomes equivalent to a Kalman filter even for a target trajectory
model with error. In this sense, the optimal a-8 tracking filter is one

in which the values of o and B require knowledge of the statistics of the
measurement errors and the prediction errors, and in which o and B are
determined in a recursive manner in that thev depend on previous estimates

of the mean square error in the smoothed position and velocity.

(The above discussion has been in terms of a sampled-data system
tracking targets detected by a surveillance radar. The concept of the 0-B
tracker or the Kalman filter also can be applied to a continuous, single-
target tracking radar when the error signal is processed digitally rather
than analog. Indeed, the equations describing the o-f tracker are equivalent

to the Type II servo system widely used to model the continuous tracker.)

If, for some reason; the track-while-scan radar does not receive
target information on a particular scan, the smoothing and prediction
operation can be continued by properly accounting for the missed data.
However, when data to update a track is missing for a sufficient number of
consecutive scans, the track is terminated. Although the criterion for
terminating a track depends on the application, one example suggests that
when three target reports are used to establish a track, five consecutive

misses is a suitable criterion for termination.

One of the corollary advantages of ADT is that it effects a bandwidth

reduction in the output of a radar so as to allow the radar data to be

transmitted to another location via narrow-band phone lines rather than
wide-band microwave links. This makes it more convenient to operate the
radar at a remote site, and permits the outputs from many radars to be

communicated economically to a central control point.

When more than one radar, covering approximately the same volume in
space, are located within the vicinity of each other, it is sometimes
desirable to combine their outputs to form a single track file rather than
form separate tracks. Such an automatic detection and integrated tracking

system (ADIT) has the advantage of a greater data rate than any single




radar operating independently. The development of a single track file by
use of the total available data from all radars reduces the likelihood of a
loss of target detections as might be caused by antenna lobing, fading,
interference and clutter since integrated processing permits the favorable

weighting of the better data and lesser weighting of the poorer data.

References

Plowman, J.C.: Automatic Radar Data Extraction by Storage Tube and Delay
Line Techniques, J. Brit. IRE, vol. 27, pp. 317-328, October, 1963.

Caspers, J.W.: Automatic Detection Theory, Chapter 15 of '"Radar Handbook,"
Edited by M. I. Skolnik, McGraw-Hill Book Co., New York, 1970.

Oakley, B.W.: Tracking in an Air Traffic Control Environment, Chapter 30
of "Radar Techniques for Detection, Tracking, and Navigation,'" Edited by
W. T. Blackband, Gordon and Breach, N.Y., 1966.

Benedict, T.R. and G. W. Bordner: Synthesis of an Optimal Set of Radar
Track-While-Scan Smoothing Equagzions, IRE Trans., vol. AC-7, pp. 27-32,
July, 1962.

Simpson, H.R.: Performance Measures and Optimization Condition for a Third-
Order Sampled-Data Tracker, IEEE Trans., vol. AC-8, pp. 182-183, April,
1963.

Quigley, A.L.C.: Tracking and Associated Problems, International Conference
on Radar - Present and Future, 23-25 Oct 1973, London, pp. 352-359, IEE
Conference Publication No. 105.

Hampton, R.L.T. and J. R. Cooke: Unsupervised Tracking of Maneuvering
Vehicles, IEEE Trans., vol. AES-9, pp. 197-207, March, 1973.

Thorp, J.S.: Optimal Tracking of Maneuvering Targets, IEEE Trans., vol.
AES-9, pp. 512-519, July, 1973. I

Singer, R.A. and K.W. Behnke: Real-Time Tracking Filter Evaluations
and Selection for Tactical Applications, IEEE Trans., vol. AES-7,
pp. 100-110, January, 1976.

Kalman, R.E.: A New Approach to Linear Filtering and Prediction Problems,
Trans. ASME, J. Basic Engrg., vol. 82, pp. 34-45, March, 1960.

Schooler, C.C.: Optimal o-f Filters for Systems with Modeling Inaccuracies,
IEEE Trans., vol. AES-11, pp. 1300-1306, November, 1975.

Kanyuck, A.J.: Transient Response of Tracking Filters with Randomly
Interrupted Data, IEEE Traas., vol. AES-6, pp. 313-323, May, 1970.




Morgan, D.R.: A Target Trajectory Noise Model for Kalman Trackers,
1EEE Trans., vol. AES-12, pp. 405-408, May, 1976.

Leth-Espensen, L.: Evaluation of Track-While-Scan Computer Logics,
Chapter 29 ef "Radar Techniques for Detection, Tracking, and Navigation,"
Edited by W. T. Blackband, Gordon and Breach, New York, 1966.

Cantrell, B.H., G. V. Trunk, J. D. Wilson, and J. J. Alter: Automatic
Detection and Integrated Tracking, IEEE 1975 International Radar Conference,
pp. 391-39-, Arlington, VA, April 21-23, 1975.




United States Patent |,

Kossiakoff et al.

(11 4,005,415
(45)  Jan. 25,1977

[54] AUTOMATED RADAR DATA PROCESSING
SYSTEM
[75] Inventors: Alexander Kossiakoff, Brookville;
James R. Austin, Gaithersburg, both
of Md.
[73] Assignee. The United States of America as
represented by the Secretary of the
Navy, Washington, D.C.
[22] Filed: Mar. 31, 1975
[21] Appl No.: 563,908
[52] MSUCL s innimmmmmsansssassssss 343/5 VQ
£S1) Nt CL2 i ansesess GO1S 9/02
[58] Field of Search 343/5 DP, 5 VQ
[56] References Cited
UNITED STATES PATENTS
3213448 30/1965 Foley ..cccvmmsssimins 343/S DP X
3,353,177 11/1967 Wilmot ...oiiiiiiiiiiiinieeannane 343/5 DP
3,359,442 12/1967 Groginsky ... .. 343/5 DP
3,460,137 8/1969 Ralston ....cccccoceeeeivvnnennne 343/5 DP
3680095 71972 EVANS ..conormocsessiasensonss 343/5 DP X
3,836,964 9/1974 EVaNS .eeeeeieceeeeeeeenes 343/5 DP X
3870992 31915 HannR, I v 343/5 DP
3919,707 11/1975 Evans .cccceeiceecieeenneeeens 343/5 DP

Primary Examiner—Malcolm F. Hubler

VIDEO RETURNS A

(57) ABSTRACT

An automated radar data processing system comprised
of signal processing circuitry and programmed gencral
purpose digital computer apparatus performs detec-
tion, classification and tracking of all targets within the
field of view of the radar. The signal processing cir-
cuitry includes an adaptive video processor which re-
ceives the raw radar video signals and which derives a
threshold from the noise, clutter, or electronic counter-
measures signals in the immediate vicinity of the target
and passes only those incoming signals which satisfy the
detection criteria in terms of signal to noise ratio and
extent. The signal processing circuitry is interactive
with target track data derived and stored in the com-
puter apparatus, so that the specific signal processing
applied to any target by the adaptive video processor is
optimized in accordance with the track status of that

" target. The proposed system also better enables a

human operator to take a system management position
wherein he can set up or establish data processing con-
ditions so as, for example, to optimize target detection
in highly variable or critical environments.
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Further questions relating to Sessior V

what problem might occur in trying to design a single pulse

compression waveform to see small targets at both short and long

range?

How would you have to find the best coded-pulse waveform for pulse-

compression ratios greater than 137

fdow can pulse compression ald the low-angle tracking problem? The
glint problem?

Does pulse compression have a role in radar altimeters?

Can ADT be made to work without CFAR?
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Radar Tracking

by David K. Barton

Raytheon Company Mz)—-C2
Bedford, Massachus stts 01730
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A. Fundamentals
1.  Detection, Resolution, and Interpolation
2. Basic Measurement Processes

3. Fundamental Considerations of Accuracy
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Angle Tracking Techniques
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Sequential Lobing

2. Conical Scanning
3. Linear Scanning
4. Monopulse .

C. Tracking Radar Antennas
l.  Lobing and Scanning Antennas
2. Monopulse Feeds
3. Phased Array Trackers
4. Pedestals and Mechanical Design
D. Tracker Signal Processing
1. Angle Tracking Receivers and Processors
2. Range Trackers '
3. Doppler Trackers
4. Examples of Trackers Using Doppler
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RADAR TRACEING

A. FUNDANEXTALS

1. Detection. Resclutior anc Interpolation. Any radar detection

of a target provides some information on target coordinates, although
the data may be very coarse. The PPI display of a conventional 2D
search radar gives range and azimuth data in the form of an intensified
blip whose width in azimuth is approximately the beamwidth of the
antenna and whose range extent is the transmitter pulsewidth, perhaps
compressed by signal processing or stretched by limited display band-
width or excessive spot size. The simplest type o.I automatic radar
measurement consists of reporting the azimuth or range resolution
cell in which the target is detected, or the cell containing the largest
signal if two or more contiguous cells give alarms. In this case, the
measurement is simply the identity of a particular resolution cell in
space (and possibly in Doppler frequency) which is known to contain, or

at least to adjoin, the target position.

More refined estimates of target location are made by interpoiation
within a cell or between two cells. The human operator places a cur-
sor scale at the apparent center of the PPI blip to obtain interpolation
to a fraction of the beamwidth. An automatic target extractor may inte-
grate signal pulses in contiguous, fixed gates, and make an estimate
based on the relative amplitudes; or it may perform a continuous inte-
gration and produce an output when the output begins to decline from its
peak value. These are all interpolation processes which can be applied
to search, track-while-scan, or tracking radar. The distinctions among

these terms can be seen from their definitions [ 1]:

Search radar. A radar used primarily for the detection of targets

in a particular volume of interest.

Track-while-scan. A target tracking process in which the radar

antenna and receiver are not part of the tracking loop, but provide periodic
video data from the search scan, as inputs to computer channels which

follow individual targets.
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zr. A radar (or mode of a radar) in which the target

is trackecd by a closed-loop servo which controls the antenna (for angle-

tracking) or receiver gates or filters (for range or Doppler tracking).

Thus. the tracking radar is distinguished by the fact that its antenna
or receiver is ''tuned' to the point in radar space in which the target
signal is expected to appear, so that interpolation may be performed
more efficiently and accurately. Modern tracking radars may be time-
shared between targets, or may interlace tracking and search modes
with a single antenna, so itis not total dedication to a single target which
serves to identify the tracker. In subsequent sections, while emphasis
will be placed on tracking radar techniques, the operation and measure-
ment performance of track-while-scan and search radars will be covered

for purposes of comparison.

2. Basic Measurement Processes. The measurement of target

angle, by interpolation within the main lobe of the antenna pattern, is
representative of all radar measurement processes. Typically, a
.narrow ''pencil" beam (Fig. la) is pointed toward the target, and when
the signal is detected steps are taken to center the antenna axis at the
target azimuth and elevation angles. Ideally, the beam would be aligned
with the antenna axis (for maximum gain and lowest sidelobes), and

would be pointed to obtain the maximum signal. All mainlobe patterns
have essentially the same shape near the axis (where a quadratic approxi-
mation matches both the sin x/x and Gaussian patterns), and the slope

of the pattern falls slowly through zero at the axis. Accurate alignment
of the beam axis with the target requires the formation of a first deriva-
tive of the pattern in the angular coordinate to be measured (Figs. 1lb, lc).
The beam is then adjusted until this derivative response is exactly zero,
indicating perfect alignment with the target. Since the derivative is an
odd function, and essentially linear for a fraction of a beamwidth each
side of the axis, an output'other than zero can be interpreted directly as

a pointing error and used to control the antenna servo.

In measuring echo time delay (to obtain target range), the received

and processed pulse envelope is analogous to the antenna pattern in angular
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relative tc the peak of the transmitter signal, which is similarly pro-
cessed to remove bias. While a rectangular pulsed transmission,
viewec by 2 wideband (mismatched) receiver, may preserve its flat

top without 2 recognizable peak, the output of a more nearly matched
system will have a curved peak similar to the antenna lobe. In pulse
compression systems, the analogy to antenna patterns is exact, in-
cluding multiple "time sidelobes' beside the mainlobe. Doppler fre-
quency measurements use the shift in signal spectrum, relative to the
transmission. In this case, too, the response of the filter to the signal,
as its frequency is varied. forms a curved lobe analogous to the antenna
pattern. The derivative response can be formed directly by a frequency
discriminator.

In each radar coordinate (angle, delay, or frequency), the radar

designer has a choice of forming the derivative response either by

sequential or simultaneous comparison of two adjacent channels (Fig. 2),

which can represent beams, gates, or filters. Sequential comparison

"is often used in angle, where the expense of additional feeds and re-

ceivers may be a major consideration. The degree to which the differ-
ence between two displaced beams can approximate the derivative of

the on-axis beam is indicated by Fig. 3, which was calculated for beam
patterns formed by a cosine-illuminated aperture. The difference be-
tween two beams offset £0. 3 beamwidths from the axis (crossing at their
-1 dB points. one=way) follows the ideal derivative very closely. The
same consideration applies to generation of a frequency discriminator
curve from two detuned filters, or of a time discriminator function from
outputs of two adjacent range gates. In these cases, however, the cost
of a second simultaneous channel is small, and sequential comparison is
seldom used. Figure 4 shows typical measurement systems for any

coordinate.

3. Fuhdamental Considerations of Accuracy. It is apparent that the

accuracy of a radar measurement depends upon the width of the response

lobe within which interpolation is made. For the usual lobe shapes, this
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Figure 2. Approximation of derivative response formed

by two offset channels: (a) Responses of two adjacent signal
channels. (b) Sum and difference channels formed from

two adjacent channels.
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wicdth is uniguely related to the slope of the derivative response, which
represents the ''sharpness’ (second derivative) near the center of the
original lobe. In Fig. 5, it can be seen that the noise error in output
of the meazsurement discriminator is proportional to the electrical
noise voltage diviced by the slope of the derivative response. If the
gains of the A and T channels are adjusted for equal noise outputs, and
the S/N ratio in the T channel is large enough to avoid small-signal
suppression effects in the error detector, the standard deviation of the
measurement can be expressed in terms of the half-power width of the
resolution cell:

s

© x, \J2(s/N)n

where the factor of two results from suppression of the quadrature com-

)

ponent of noise in the detector, and n is the number of independent noise

samples integrated in the output filter time constant to.

The normalized slope kzis a dimensionless quantity near unity for

. most practical measurement systems. In order to reduce error, for a

given S/N and integration time, the width of the resolution cell 23 must
be reduced. This implies a narrow field of view in angle; narrow
pulses, gates, spectra and filters in range and Doppler; or instrumenta-
tion of many contiguous beams, gates, and filters to cover a broader
interval. This trade-off between sensitivity, field of view, and com-
plexity is one of the basic reasons for use of specialized tracking radars

to cover specific targets rather than broad search volumes.

The width and shape of the resolution cell or ''response function' in
a given coordinateare determined by the weighting applied to signals

' For example,

received over an interval in the '"transform coordinate.'
Fig. 6 shows the transform relationships between the antenna illumination
in the x-coordinate across the aperture and the antenna pattern in angle.
Uniform weighting of signais transmitted or received over the aperture
leads to the narrowest beam, but gives high sidelobes. Tapered illumina-

tion or weighting gives a broader beam with lower sidelobes. The two-way
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scanning pattern is the square of the one-way pattern. and has an
equivalent illumination given by the convolution of the actual illumina-
tion function with itself (which would require twice the aperture width
if producecd with 2 nonscanning antenna). In delay-Doppler coordinates,
the Fourier transform relates the frequency spectrum to the time
response of the radar. For example, a chirp transmission with uni-
form spectrum over a bandwidth B produces a (sin t)/t time response
with a 3-dB compressed pulse width ty = 0.886/B. Weighting or taper
applied to the received spectrum can reduce sidelobes at the expense
of 2 wider output pulse. Doppler filtering of a train of uniform pulses
transmitted over a time T can produce a resolution bandwidth

E3 = 0. 880/T with high sidelobes, or wider bandwidths with lower
sidelobes. Because the shapes of all these response functions are
similar, within the 3-dB points, the measurement potential in a given
coordinate can be related to the illumination or weighting function in

the transform coordinate:

Angle error O depends on \ /w or more precisely to

Delay error o, depends on 1/B the rms widths of the
Doppler error o depends on 1/T weighting in these transform
coordinates.

Quantitative relationships will be described in a later section.

B. ANGLE TRACKING TECHNIQUES

1. Seguential Lobing. The earliest tracking radars used sequential
lobing (Fig. 7) for angle error detection. The system was derived
from the old A-N radio beacons, in which two overlapping beams were
keyed alternately to produce a continuous tone at the crossover axis.
In early radar, successive groups of pulses were transmitted in the A
and B beams, and the '"Type K' display showed the two sets of returns
with slightly different delays on an amplitude-vs-time sweep. The
tracking servo consisted of an operator who turned the antenna handwheel

until the two signals were balanced in amplitude. Referring to Fig. 4a,

10
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the tweo input chennels are alternating beams formed by the antenna,
connectec to receiver with manual gain control or slow AGC (to average
over both beams). The summing and differencing operations are
performec visuzlly. the display-operator combination providing ade-
quate storage of the sequential data and integration over periods in the
order of seconcds. For tracking in both angular coordinates, the pulses
are cividec into four groups, so that elevation and traverse sensing

is time multiplexed, with separate displays and operators.

2. Conical Scanning. When microwave radar was developed during

World War 1I, narrow pencil beams became available and the technique
of conical scanning was introduced (Fig. B). The beam is offset from

the tracking axis by the squint angle ek' and is rotated rapidly around

that axis, producing sinusoidal modulation of the received signal envelope.

This modulation is recovered after the second (envelope) detector

(Fig. 9), and demodulated by a reference voltage synchronized to the
scan, producing elevation and traverse error signals which control the
.pedestal servos. As with lobe-switching sequential scan, the received
" energy is shared between the two coordinates. Conical scan antennas
may use either rotating or nutating feeds (the latter maintaining con-
stant polarization), or the scan may be generated by electronic combina-
tion of clustered feedhorns. If the scan modulation is generated
electronically in the receiving channel, the system is known as ''silent
lobing" or COSRO (conical-scan-on-receive-only). Since many pulses
(at least four) must be received in each scan cycle, and many scan
cycles averaged in the servo, the system bandwidth is limited to a very

small fraction of the repetition rate.

3. Linear Scanning. Since the closing phases of World War II,

the precision approach radars of ground-controlled approach and landing
systems have used the scanning procedure illustrated in Fig. 10. Two
separate beams are generated, one scanning in azimuth and one in
elevation, and usually time sharing a single transmitter and receiver.
Each beam is narrow in the scanned coordin2te and broad enough in the

other coordinate to cover a good part of the scanning field of the other

12
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beam. In each coordinate. arn intensity-modulated CRT produces a
narrow blic on a2 range-angle display calibrated with range marks and
the establishec approach path. The operator interpolates visually

the center of each blip and advises the pilot of his deviation from the
intendecd approach. This is a case of track-while-scan within a limited
scan sector. and the loop is closed through verbal commands to the
pilot. A similar scan procedure is used with automatic tracking gates
(angle gates) in some foreign equipment for missile command guidance,
and in one coordinate the procedure is commonly applied for track-

while-scan in 2D search radars and nodding height finders.

4. MNonopulse. The monopulse tracker makes the best use of

signal energy by forming simultaneously the on-axis £ beam and its
derivative patterns in traverse and elevation (Fig. 11). The on-axis
target produces maximum signals in the T channel and nulls in both A
channels. A small deflection of the axis from the target in either coordinate
produces a proportional signal in the corresponding A channel, with a
.phase of 0 or 180 deg indicating the direction of the error. The signal
energy diverted to the A channel is only that which is lost from the T
channel due to misdirection of the ¥ bearmn, and both A channels receive
the benefit of each received pulse, providing complete data on target
position in a single pulse interval. At the same time the target is illu-
minated with the full on-axis gain of the T pattern, to which the trans-
mitter is connected. In addition to its greater efficiency in use of energy,
the monopulse system is insensitive to natural target amplitude fluctua-

tions (scintillation) and to AM jamming from the target.

The type of monopulse tracker most often used is the sum-and-
difference amplitude-comparison system shown in Fig. 11, which may

be considered to form each A pattern by subtracting squinted receiving

beams (Fig. 2). In fact, since the horn phase centers are less than a
wavelength apart and may involve multiple-mode excitations, there may
be no individually generated beams, but only the composite £ and A
patterns. In stacked-beam height finders and some array radars, the

individual beams are generated in the antenna, received and processed

14
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separately. anc combined in L anc A networks at IF or videc. to give
a true "amplitude comparison monopulse' system. The other major
tvpe of monopulse system uses ''phase comparison' between signals
received by separate (generally contiguous) antennas. Combination
phase-amplitude systems have also been built. It is important to note
that the distinction between amplitude and phase monopulse is in the
phase-center spacing between antenna feed points, and that subsequent
networks at RF or IF can transform the angle information of either

svstem into amplitude- or phase-coded form.

C. TRACKING RADAR ANTENNAS

1. Lobing ancd Scanning Antennas. The earliest U.S. tracker to

use sequential lobing was the SCR-268, a VHF dipole array system
which used human servos for pointing (Fig. 12). By alternately switch-
ing small phase shift sections in the feed network, the beam could be
ofiset up and down or right and left, generating the target angular mea-
surement function. The system had a very respectable power-aperture
".product and range. but at 200 MHz its beamwidths were so great

(=~ 20 deg) that it was used only to designate optical fire control systems,
rather than as the source of gun orders. In 1943, the SCR-584 (Fig.13)
became available for antiaircraft fire control [ 4] . The first of the
microwave, pencil-beam trackers, this radar used an offset dipole,
spinning at 30 Hz to scan the 4-deg beam in a cone around the tracking
axis. Automatic angle tracking to about 2 mr accuracy was provided on
typical aircraft targets, the primary source of error being target scintilla-

tion components at the 30 Hz scan rate.

Apart from the conventional 2D search radars and nodding height
finders, which measured azimuth or elevation over a wide field of scanning,
the prime use of linear scanning techniques has been in GCA systems.

The ""Eagle scanner, " Fig. 14, was originally developed for an aircraft
radar, but its major appliéation has been in the X-band precision approach
radars AN/MPN-1 and derivative types (still in use today). This antenna
uses two linear phased array feeds to illuminate cylindrical reflectors for

azimuth and elevation scanning. The feeds are of the waveguide type,

16




Figure 13. The SCR-584 conical-scanning radar.
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with dipoles coupled into the guide with probes. The width of the guide
is varied mechanically to change the phase velocity in the guide and

hence the incremental phase shift between radiating elements. Beam-

time for both coordinates. Scanners of this type have operated for

years with only moderate maintenance problems.

2. Monopulse Feeds. The early monopulse antenna was designed

from the viewpoint of a cluster of four feed horns, producing four beams
squinted in space. Two 90-deg phase shifters and four microwave
hybrids (Fig. 15) were used to form the T and A outputs. The optimiza-
tion problem involved choosing the horn dimensions to obtain the best
compromise among ¥ efficiency, A slopes, and sidelobe levels in all
three patterns. It was shown by Hannan [ 5] that this simple feed could
not approach very closely the optimum functions for £ and A illuminations

over the lens or reflector aperture, as derived by Kirkpatrick [ 6].

Considering only gain and slope optimization, for a given aperture,

Kirkpatrick repeated the classic derivation showing that the ideal ¥

illumination was uniform over the aperture, and then proceded to show

that the ideal A illumination (for maximum slope) was a linear -odd
function. These illuminations, however, give high sidelobes (Fig. 16),
which fall off very slowly with angle. Furthermore, they cannot be
generated in horn-fed systems without excessive spillover loss (and
accompanying lobes near 90 deg). When sidelobes and horn limitations

are considered, both illumination functions become tapered (Fig. 17), but
the horn size which gives an efficient £ taper has large A spillover and
sidelobes, while the larger horn for good A illumination gives an inefficient
T illumination. A useful view of the problem is given by Dunn and Howard
[ 7] in terms of the fields in the focal plane of the lens (or reflector),
shown in Fig. 18. The focussed spot representing the target moves as

the target deviates from the antenna axis, producing unequal fields in

the four horns. If the horn cluster is matched to the size of the focussed
spot, to obtain optimum T -channel gain, the individual horn dimensions are
too small to accept the full energy from an off-center spot, as needed for

high A-channel gain and slope.

18




A 8 s Wit s e o)

-——
2 e AlB LFERTURE CF
L.;-H.:C'\l? cfo FOUR-PQOART
- | % FEED
@ |+50° =So°| ¢
HYER D HY2R O
| h2 ]
{£-28) (C°:)!
O =
' L4c =5
( = (C-2)
HYRR T =
YBR T HYR® T
) -
] 4
B+ B)=-(C+0) {~+540+D) (A+C)-(R+D)
ELEVAT OV DFFERENGE Sum AZMUTH D FFERENCE

Figure 15. Microwave comparator circuit forming sum
and difference channels from four-horn monopulsefeed[ 7] .

19




Aperture illumination Antenna pattern

f *‘
' (2) |
i
Angle,
i - _\ y4 > 8
X ~—~ ~—~ "
41
(b)

Angle,
. o i T

» x \/ X

Figure 16. Illuminations and patterns for maximum &
gain and A slope with a given aperture: (a) ¥ channel;
(b) A channel. - ‘

20




. . . A ok
Aperture illumination ntenna pattern

4
> N N\,

\4

{
.
N

<
K

Figure 17. Patterns for tapéred illuminations using four-
horn clusters: (a,b) small horn cluster; (c,d) large
horn cluster.

21




N
{
p

\n

FAR FIELD PATTERN

\AN'Ehhl ars

g TARGET ON AX!S

ﬁn%w OFF AXIS

(A) (A)

‘/llmvmc PHASE FRONT

POINT SIGNAL SOURCE

o S

ANTENNA AXIS

(8)

INACE
DIZPLACEMENT

©

Figure 18. Two- and three-dimensional views of received
energy in focal plane: (A) single, on-axis feed; (B) offset
feed with conical scanning; (C) four-horn cluster [ 7]

%

22




scluticn to this optimization problem. developed during the

lat2 1620 2. is to uce a larger array of horns (Fig. 19);, with multimode
excitatior or adcitional hybrids. The Z-channel excitation appears in
the central region of the 4 x 4 array, matching the on-axis focal spot.
Ezch & channel excites the outer regions of the feed array (with opposite
polarities) to maintain high A gain and slope. These 'four-level' feeds
are larger and more complex, and can best be used with lens antennas
or Cassegrainian reflectors, which minimize blockage problems. Early
monopulse trackers included the Nike Ajax (Fig. 20) and the AN/FPS-16
Instrumentation Radar (Fig. 21). both of which used four-horn feeds.
The 25-m diameter AN/FPS-49 dish (Fig. 22), operating at 425 MHz,
was fed by a S-horn configuration, with only the central Z horn designed
to handle the 300-kw average transmitter power. A four-layer, multi-
mode feed was used in Nike Hercules (Fig. 23), achieving major im-

provements in gain and sidelobe levels as compared to Nike Ajax.

3. Phased Array Trackers. The corporate-fed phased array pre-

sents special problems in monopulse beam forming. In principle, the
optimum illumination functions for all three patterns can be formed using
{ "2 set of three hybrids for each set of four symmetrically located elements.

The . Ae and Aa outputs of the hybrids are combined in three separate
corporate feed networks, giving completely independent control of the
three illumination functions, at the expense of extreme complexity. At
the opposite extreme, the aperture can be divided into quadrants and
these four outputs combined in three hybrids, giving a choice of poor A

sidelobes or poor I sidelobes (Fig. 24a).

Three general approaches have been used to overcome this compromise

between complexity and poor performance. The subdivision of the array

into more modules or subarrays (Fig. 24b). reduces the sidelobes with
modest increase in numbers of hybrids. The AEGIS antenna [ 13] is an
example of this approach (Fig. 25). The "Lopez feed' uses a dual ladder
network (Fig. 26) to synthesize smooth,tapered illumination functions in
both ¥ and A channels. In é two-coordinate array, su’ch networks must

be used for each row, and two additional networks then combine the rows
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Figure 20. Nike AJAX tracker, using a2 1. 8-m diameter
lens with 4-horn feed at 9 GHz. In the background is a

search radar used for acquisition.
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Figure 21. AN/FPS-16
instrumentation radar,
using a 3. 6-m reflector
and 4-horn feed at 5.6
GHz, with multimode
excitation in the azimuth
plane.
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Figure 22. AN/FPS-49
BMEWS search-trackradar,
with a 25-m reflector and

5-horn monopulse feed, at
425 MHz.

Figure 23. Nike
Hercules tracking
antenna, a Casse-
grainian system with
"2.4-m main reflector
and 4-level multimode

7 y feed.
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to forn: & sinc!» T and two 2 channcls. The third array approach uses w7
0 C e pros
an opticelly-fec lens or reflector (Fig. 27). separating the beam steer- e 7 X

ing function of the aperture elements from the monopulse feed design

and permitting conventional multi-layer monopulse feeds to be usec,

This is the approach used in the SAM-D radar (Fig. 28), where an
efficient. four-layer, multimode receiving feed horn is centered between
two simple transmitting horns. The array elements are adjusted between

transmitting anc receiving to focus on the proper feed.

One further example of a monopulse tracking antenna is the limited-
scan array-fed reflector of the AN/TPN-19 PAR (Fig. 29). A small
(800-element) array, analogous to the subreflector of a Cassegrainian
antenna. is illuminated by a multimode monopulse feed horn assembly.
Control of the array element phase shifters changes the illumination
over the main reflector to scan the monopulse beam cluster over a limited
field of view (15 x 20 deg). The 0.75 x 1.4 deg beam would normally
require some 10, OOO'phasing elements in a planar array, with appropri-
ate feed networks for three-channel monopulse operation. This radar,
deployed as in Fig. 30, represents the only production phased-array

radar system in the U.S. (if frequency scan 3D radars are excluded).

4. Pedestals and Mechanical Design. Except for fixed array designs

with electronic steering, the tracking radar is dependent on rapid, smooth
and accurate antenna pointing by its pedestal, and extraction of angular
data from shaft angle encoders. The art of pedestal and antenna
mechanical design has progressed steadily from the SCR-584 through

Nike AJAX and Hercules, AN/FPS-16, and larger systems such as

AN /FPS-49 and Rampart (Fig. 31). A prime requisite of all these systems
is a very rigid structure with high mechanical resonahce frequencies.

This makes it possible to close the servo loops with high enough gain to
overcome slowly varying wind loads and wide enough bandwidth to mini-
mize tracking lags. Other considerations include low friction and stiction,
accurate and stable alignment of axes, freedom from thermal expansion
errors, and provisions for accurate boresighting and calibration. In

most cases, radomes are not used and the antenna is exposed to wind and
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Figure 27. Optically-
fed lens array, using
\ computer control of
i phase shifters to pro-
— vV oxaik vide collimation as well
fzaiA as beam steering [ 14].
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Figure 29. Block diagram pf AN/TPN-19 precision

limited electronic scan [ 10].

approach radar, a monopulse scan-track radar with

Figure 30.

AN/TPN-19 precision approach radar, show-

ing 800-element array which illuminates the 2.8 x 3. 6-m

relector to scan a monopulse beam cluster [ 10].
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Figure 31. Rampart radar at White Sands Missile Range.
This monopulse tracker uses an 18-m reflector in a
Cassegrainian system, with 4-horn monopulse feed.

| L

(a)

L
"_?./"'J () :
Figure 32. Processing of conical-scan pulse train to
recover scan modulation component. (a) Pulse train with
conical-scan modulation; (b) Same pulse train after pass-
ing through boxcar generator [ 11].
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N

weather. Th: presence of a radomve introduces a variety of possible
errors, causec by nonuniformity in the dome material, by water or
ice films. by reflections which increase sidelobe levels, or by inability
to use optical aligcnment techniques. Modern radome materials and
use of radicestronomical sources for boresighting may alleviate most

of these problems in the future, but data to verify this are lacking.

D. TRACKER SIGNAL PROCESSING

1. Angle Tracking Receivers and Processors. Tracking radar

signal processors must perform several functions:

Amplification of the target signals to levels adequate for envelope

detection;
Thresholding for target acquisition;

Furnishing IF or video signals for operation of the range (and Doppler)
tracking loops;
Amplification of the two signals required in each angular coordinate

to form the error signal;
Normalization of the error signal with respect to target amplitude;

Formation and filtering of the error signal to provide inputs to the

antenna servo.

Depending on the type of tracker, these operations may be carried out

in one or several RF, IF and video channels, and the requirements on
these channels will vary with the system. The block diagram of Fig. 4a
describes adequately the processing for a sequential lobing radar, where
the input switch is generally an RF device, and the output switch, storage,
filtering and adders may take the form of an incremental delay device,
producing offset images on a K-scope (as in Fig. 7). The requirement
for normalization can be met visually if IFand video gains are adjusted

to avoid saturation, on the one hand, and fading of the signal to too small
a scope deflection on the other. This processing may also be performed

automatically. The gain must remain constant over the lobing cycle and
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yet change rapicly enouch to remove the larpger variations in target

cross section. Separate paired video channels are required for eleva-

tion and traverse (or azimuth).

Conical scan processing uses a similar sequence of elements, as
incicated in Fig. 9. The input ""'switch' is a continuous mechanical rotation
of the feed. The output switch is an error demodulator using the refer-
ence voltage from the scan drive shaft. An AGC holds the gain constant
over the scan cycle, but adjusts for slower target fluctuations. The error
detector accepts the modulated video pulse train from the range gate
and performs a ""boxcar' or sample-and-hold operation to reduce unwanted
high-frequency components while preserving the audio envelope at the
scan frequency (Fig. 32). When multiplied by the audio scan reference
voltages (two quadrature components, corresponding to elevation and
traverse channels) and filtered, the outputs are DC voltages proportional

to off -axis position components of the target.

fonopulse receivers require parallel RF and IF channels as shown
in Figs. 4b and 11. To reduce requirements for phase and amplitude
‘balance between channels, most practical systems form the £ and A
channels in passive RF networks, as shown in Fig. 11. The T channel
then controls AGC for normalization of the error signals, and provides a

phase reference for the error detectors. A fast AGC may be used to

eliminate target fluctuation, since each pulse is error-detected independently

and error filtering follows the detectors. In this type of £ and A mono-
pulse. the position of the tracking null is determined almost entirely by
the balance of the RF network. The individual IF amplifiers have rela-
tively lax tolerances on phase matching, and unmatched gains affect only
the loop gain of the tracking servo. Other systems of normalization and
error detection may be used in special circumstances. The limiter, or
"L +1A" circuit of Fig. 33 involves recombination of amplified T and A
signals in an IF hybrid, followed by hard limiting in two matched ampli-
fiers. The subsequent addition gives normalized signals 22 and 2jh,
which are processed through the amplifier or 90-deg phase shift, output
adders, linear detectors, and an output subtractor to obtain a bipolar

video signal proportional to angular error. The advantage of this circuit
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is that i* can process many targets, of differing amplitudes, in a single
bean: position. without using multiple AGC loops. An alternative process
providing instantaneous normalization uses matched log amplifiers with

S 4 p and T - A channels.

It is also possible to process two-coordinate monopulse signals in
a two-channel receiver. This can be done in the mixed phase-amplitude
comparison system devised by Hausz [ 8 ], in which phase difference
carries one angular error and amplitude difference carries the other, or
in a time-multiplexed fashion (Fig. 34). The time sharing of angle sensing
involves a 3-dB sacrifice in angular sensitivity, since half the energy in
each f channel is unusecd. but it retains the advantages of instantaneous
normalization and freedom from scintillation error. The log detector
system shown can be replaced by limiter normalization, with a 90-deg
phase shift introduced at RF. In the system shown, which uses a rotating
resolver, omission of one receiver channel would produce a COSRO
system, assuming transmission through a duplexer in the ¥ channel.
If the transmitter is duplexed into the £ + A channel, the result is a
"conically scanned system with an auxiliary receiving channel, scanning
180-deg out of phase with the main channel. This is equivalent to using
a pair of rotating feeds squinted in opposite directions, the ''scan with

compensation'' system described in Soviet literature [ 9] .

2. Range Trackers. The generalized two-channel measurement

system shown in Fig. 4b is representative of the ''split gate' type of range
tracker. The inputs fl and fZ are now derived from a common IF or video
amplifier (e.g. the T channel of a monopulse receiver) by time gating,
typically using a pair of contiguous, rectangular gates extending somewhat
beyond the width of the received pulse (Fig. 35). The resemblence to
monopulse angle sensing functions is apparent. If implemented at IF, the
phase of the A signal is r;eversed at the center of the split gate. When
multiplied in the error detector by the ¥ signal, and passed through a low-
pass filter. the output is a DC voltage proportional to displacement of the
target from the center line. The split gate in this form is used whenever

the S/N ratio for a single pulse may be low, since averaging of the DC

output over many pulses can yield a smoothed estimate of error.
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Figure 35. Waveforms and response of split-gat_é range
tracker: (a) signal envelope; (b) gate function; (c) output
error voltage vs. displacement of signal from gate center

[2].

37




Wher sincle-pulse estimates are to be made at high §/N ratio, the

range tracker can form each estimate by passing the IF or video
waveform through a differentiator (Fig. 36). The undifferentiated I
sicnal is compared to a threshold. and when it exceeds this threshold
the occurrence of a negative-going zero crossing in the differentiated
(A) channel is identified as the time of peak signal. Obviously, there
will be zero crossings from noise, occurring at an average rate equal
to the channel bandwidth, but if S/N is high enough these can be suppressed
by setting a high £ threshold, without missing true signals. Averages
over many pulses may still be formed at the output, to reduce the error
further. The split-gate (correlator) and differentiator (filter) pro-
cessors are mathematically equivalent for strong signals, and differ

only when nonlinear effects are taken into account.

A variant of the split gate tracker is the leading-edge tracker
(Fig. 37). Here, the nominally rectangular pulse is amplified in a wide-
band receiver, envelope detected, and differentiated before being applied
to 2 narrow split gate (matched to the pulse rise time). The unwanted
“trailing-edge response is deleted by clipping of negative video or is ignored
after designation of the gate to the location of the leading edge. The lead-
ing edge is selected to avoid the effects of trailing chaff or slightly delayed

interference such as multipath reflections or repeater jamming.

3. Doppler Trackers. In pulsed radar, Doppler tracking is often

applied to hold a filter on the fine line of the spectrum found by a coherent
train of pulses (Fig. 38). The envelope of the transmitted spectrum is
typically some megahertz in width, and within it the coherent pulse train
energy is concentrated in lines a few hertz wide, spaced at the repetition

rate of a few hundreds of hertz. The reflected signal is shifted by

typically a few kilohertz. "After wideband IF amplification and range gating,
the signal may be hetefodyned intoa narrow bandpass or lowpass filter

(using in-phase and quadrature processing in the latter case), at which
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Figure 36. Differentiator range tracker waveforms;
(a) signal envelope; (b) differentiated signal;

(c) zere-crossing marker indicating location of signal
peak.
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Figure 37. Leading-edge range tracker waveforms;
(a) signal envelope of bandlimited rectangular pulse;
(b) differentiated signal; (c) gate for angle tracking;
(d) split gate for range tracking.
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point @ conventional frequency discriminator will produce the desired

e e =

? -channel response. Narrowbanc AGC in the second IF T channel

provicdes the desired normalization process. The Doppler tracking loop
is closec by applying the filterec discriminator output as a DC control
voltage to the variable oscillator used to heterodyne the widebancd IF

signal into the second IF.

4. Examples of Trackers Using Doppler. The Doppler tracking

potential of a coherent pulsed radar may be used in two ways. In Fig. 39,

the three position loops operate in normal fashion, using wideband IF

amplifiers as in the noncoherent radar. A range-gated ¥ output at IF is
appliecd to the Doppler measurement unit. which consists of a narrowband
seconc IF, controllec offset oscillator, and an ambiguity resolver which

| uses differentiated range data to select the center line of the target

' spectrum. The Doppler R data is far more precise than the differentiated

range data previously available.

| The other advantages of Doppler tracking are the improved S/N and
S/C ratios resulting from narrowband processing of all signals (range
“and angle channels as well as the Doppler channel itself). In Fig. 40,

the narrowband second-IF filters are inserted in all three receiver

, channels, processing angle A channels as well as the T channel used in
i‘ ranging and Doppler tracking. The acquisition process is more complex,
| since all four loops must acquire before tracking begins. However, once
a target is in track it can be retained even if the S/N and S/C ratios in
the wideband IF fall below unity. Radars of this type, especially those

using digital signal processing and prf control to avoid blind ranges and

blind velocities, have been applied to instrumentation and weapon control.
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Figure 40. Block diagram of coherent velocity tracker
using narrowband filters in all channels.
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Raytheon Company
Bedforc. Mzssachusetts 01730

A. Surface Reflaction Phenomena
1. Speculer Reflection
2. Diffuse Reflection (forward scatter)

3. Backscatter (clutter)
B. Multipath Errors in Tracking
1. Reflecticns in Arntennz Sicdclobes
2. Reflections in Nain Lobe
3. Range and Azimuth Errors
C. Anti-Multipath Techniques
1. High-Resolution Radar
2. Off-Axis Tracking
3. Multiple-Target Estimators
4. Complex Angle Monopuls
5.  Other Techniques
D. Accuracy of Radar Measurements
1. Thermal Noise
2. Clutter and Interference
3. Target Noise
4. Lag Errors
5. Instrumentation Errors
6. Atmospheric Propagation
E. Example of System Error Analysis
1. Classification of Errors
2. Combination of Errors
F. Typical Low-Altitude Tracking Problem
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The racdzr tracker is d=signed to point its directionz] bearr at the
selected target, anc to discriminate against interfering signals to the
greatest possible extent with a combination of angle, range, and Doppler
resolution. In a real environment, however, signals reflected from
the target (or emitted by a transponder) arrive at the antenna from
several surface-reflected paths as well as directly (Fig. 1). When the
target elevation angle Et is low (from a few beamwicths to about 1.5
beamwidths !, these reflections enter the principal sicelobes of the 2
pattern, and below that angle they begin to enter the main A lobe. The
geometry of the paths will be described, along with other factors which
affect the spatial distributions and magnitudes of the different reflectec

components.

1. Specular Reflection. The reflected ray from a flat surface may

_be treated as arriving at the antenna from an image target below the

Ve

surface, or in terms of an image antenna viewing the real target (Fig.2).
Equations for the several angles and for the difference in lengths be-
tween the direct and the reflected paths are shown in Table I. Also
shown are the relationships for the spherical earth, where Fig. 3 defines
the symbols. Although it is possible to obtain 6 and ¢ directly by solving
a cubic equation, use of the graphs (Figs. 4 and 5) for correction factors
J and K is usually the more convenient procedure for the spherical-
earth case. The relative amplitude of the reflected ray is given by the
Fresnel reflection coefficient Po plotted in Fig. 6. Hence, for a smooth

earth, the total signal voltage at the antenna output is

_ i - -ja
E-Atf(et) Arpon( Pr)e (1)

where At and Ar represent'the free-space field strengths of the target

signal at the antenna and image antenna, f(et) and f(er) are the voltage
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Figure 1. Specular and diffuse paths for a typical rough
surface, showing variation of local grazing angle ¥ from
| R Bt/Z for large features near the horizon [ 1].
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Fiat Eartr Curved Ea' th, Curved Earth,
h, < f, general case
Targe: hy-h ho-h R h - h, Gi-G;] G,
e'ev;'- o R R 2 ks R 2kaR ks
1
Pathlength 2n, by 2h hy JIST) \ J and K are correction
difference R .
5 factors, plotted in [2 ]
or [3] as a function of
fnormalized range S and
Grazing g A Pt st | height ratio T.
angie, R !
v /
Normalized — R
u;ge. Rni + Ry
Height —— \/h— [r
ratio, vV h /hl ;‘—x o he
T
Horizon -_—
u':ge, vV 2kah, = 4130 Vh, (hi in m)
h
Image v Vv ¢&
angle, ka
6,
Rh h h I / 2h,
Range‘to 9 et 1- £ s ka ¥ 1+ -1
reflection h, + h, v éka ¥ ka V?
point, G|

Table 1. Radar-target geometrical relationships for low-angle target
(¥ = tan y, R: G). For standard atmosphere, the effective earth radius

ka = 8.5x 10" m.
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Figure 3. Geometry of specular reflection from a spherical
earth (after Kerr [ 2] ). Relationships among various
quantities defined in the figure are given in Table 1.
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gains of the antenna along the direct and reflected paths, respectively,
D is the divergence factor [ 2,3] anda is the total phase shift of the

reflected signal:

2n ¢
[

a = + ¢ (2)

\
where ¢ is the phase angle of the Fresnel reflection coefficient. In most
surface-based radar cases, it is adequate to set D = 1 for paths not

dominated by diffraction effects.

Reflections from a rough surface differ in three ways from the
smooth-surface case: the amplitude of the specular component is re-
duced, diffuse components are introduced, and radar energy from the
transmission may be backscattered from surface elements beneath the
target. The amplitude of the specular reflection is now given by the
product PoPsr where the specular scattering coefficient Pe is described
" by Fig., 7. If the surface is covered by vegetation, another factor Py

is included to account for absorption.

2. Diffuse Reflection (forward scatter). The region on the surface

from which tilted facets may reflect energy to the antenna is known as
the ''glistening surface' [ 4], and is generally an ellipse surrounding
the point of specular reflection. Viewed in azimuth-elevation coordi-
nates, the sources of reflection vary with surface conditions as shown
in Fig. 8. The distribution of diffuse energy in elevation angle, for the
low-elevation target, is typically as shown in Fig. 9, with a large
fraction of the energy appearing from just below the horizon, beneath
the target. Although these "horizon' components have greater relative

pathlengths than the specular component,substantial energy originates

from regions with very small excess delay and Doppler shift and yet within

or near the "horizon spot" (see Figs. 10 and 11).

Integration of the power injfhree different parts of the glistening
surface yields three components of the diffuse reflection coefficient Pg

plotted- in Figs. 12 and 13. Note that the rss sum of these components
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Figure 8. Angular spread of multipath reflections for a long-
range target and low-sited radar | 5] : (a) specular reflection;
(b) slight roughness, characterized by rms slope 0 << Bt and
rms height deviation g ~ 0.06 \ /sin 8, ; (c) rough furface,

g, > 0.16 \/sin 8, and 20_< Gt: (d) rough surface with 2¢_> Gt.
producing intense horizon %pot. The major and minor axes of
the elliptical glistening surface are § , and © .+ While p_ and

p yare the specular and diffuse scattering factors. The eglliptical
glistening surfaces shown here represent the -4 dB contours of a
Gaussian function, rather than sharp limits on reflection areas.
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Figure Sa. Typical voltage density of diffuse components in
elevation angle, computed according to [ 6a] with correction
for low-grazing-angle geometry, using the following parameters:

hr = 10m Gt = 18 mr
ht = 100m wo = 22 mr
R = 5 km ‘-’G = 0.05 rad

The horizon component p . 2 is defined as the area under the
curve of power density 7 from the horizon to -d,ao/?_, and the
midrange component pde from -y,/2 to 20, . Below that angle,
the foreground component p . ? extends to the lower end of the
glistening surface at an elevation -2g_- 6, = -0.118 rad.
Directive antennas normally eliminaté most of the foreground
component, and often the midrange component as well, but the
effect of the horizon component remains until the target rises
above about 1.5 beamwidths.
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Figure 10. Typical power density of diffuse components in
range (delay) relative to direct ray. Components with appre-
ciable delay (> 1 m), for the short-range target over rough
terrain, originate in regions of the glistening surface nearer
the target, and are greatly reduced for moderate roughness
or longer target range. The midrange component p, ® has
essentially the same delay (0.4 m) as the specular cc??nponent.
The foreground component is not included here, as it will
normally be eliminated by a directive antenna. Range gating
on narrow pulses, or averaging over a frequency-agile pulse
train, can reduce the components whose delay exceeds the
reciprocal of signal bandwidth, but since most of the power

is received with less than 3 ns delay there will be few systems
having sufficient bandwidth to affect the error of low-sited
radars. In (a), the target is at 5 km range with conditions as
tabulated in Fig. 9a, while in (b) the target is at the same
elevation angle at long range.
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Figure 11. Diffuse reflected power vs. filter passband,
considering p ? to include all components originating beyond
the point of specular reflection. In (a), the target is at 5 km
range with conditions as in Fig., 9a and a velocity v,= 10,000\
per sec, placing significant power above typical tracker band-
widths. In (b) the target is at the same altitude and velocity
but at 10 km range, reducing the frequency gpread of the
multipath so that essentially all the power lies within a typical
tracker bandwidth of 2 He. '
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Figure 12a. Magnitude of the horizon diffuse component as a
function of grazing angle, for two target altitudes and different
degrees of surface roughness. For a given grazing angle, the
horizon component is reduced as target altitude increases,
because the target illuminates the surface more strongly at
longer ranges from the radar, where §, is small and the low-
grazing-angle correction reduces the contribution to Pan
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where the horizon component is greatly reduced.
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For medium and rough surfaces, o /A >10,
the plotted curves cover situations with very low grazing angles
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Figure 13. Magnitudes of the foreground component, p,,, and

the midrange component, , of diffuse reflection. ote that
these components, for N /)i %10, are dependent essentially on
grazing angle and not on normahzed roughness. In most experi-
ments, and most radar applications, p ., is excluded by the
directive antenna. For rough surfaces, Py 2 s 2 0.16,
so that total diffuse power is about half thadt of thergxrecgmgnal
for the typical geometries considered here. At very low target
angles (U ,< 5 mr) where all diffuse components are small, the
dominant multipath terms are from specular reflection (over
smooth surfaces) or from diffraction, a subject not adequately
discussed in the literature of low-angle tracking. However, see
[ 15] for a method of calculating the magnitude of the diffracted
field from a knife edge below the direct path to the target.
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is consicderably larger than most previously reported values [ 4], be-
cause antenna resolution has not been considered. In many practical
cases, the foreground component is rejected entirely, and often the
horizon compornent is the most significant. The effect of diffuse re-

flections on tracking accuracy will be described below.

3. Backscatter (clutter). The specular and diffuse reflections are

relected or emitted from the target before being scattered from the sur-
face, and hence they have approximately the same delay and Doppler
shift as the direct target signal. Surface clutter is generated by direct
illumination from the radar, a small fraction of which is backscattered
to the radar receiver. Only the clutter within the same spatial resolu-
tion cell as the target will contribute to tracking error, although in some
cases. this cell must be extended to include sidelobe response as well

as the main lobe. Two-way antenna patterns are used in evaluating
clutter power, as contrasted with the use of receiving-only patterns

for multipath components. Equations for calculating S/C ratios with

and without MTI or Doppler processing have been given in a separate
lecture, and the effects of clutter or clutter residue on tracking accuracy

will be summarized below.

B. MULTIPATH ERRORS IN TRACKING

The multipath component of tracking error for a given situation
depends upon the reflected power and the antenna responaé at the angles
from which it is received, relative to the slope of the target errox--‘
characteristic. It is convenient to evaluate tracking error using mono-
pulse sum and difference patterns for a typical pair of illumination
functions, and it can be shown that conical scan and other sequential
lobing systems will have similar errors if their beams resemble the mono-
pulse sum beam. Figures 14-20 are based on cosine illumination of a
rectangular aperture (with a difference pattern which is the derivative
of the sum pattern), and are typical of a large class of antennas, both
rectangular and élliptical. whose sum and difference sidelobe ratios are
near 23 and 18 dB respectively, ‘and whose difference peaks are about
3 dB below maximum sum gain. Equations in Table Il are generalized

for any pattern or illumination.
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General expression for interference
error, normalized to 3-dB elevation

beamwidth

Specular multipath in sidelobes,
where Ese is averaged over region
near image, ™2 8, below target

tracking axis

Diffuse multipath in sidelobes, where

Gse is averaged just below horizon,

ket below target tracking axis

Multipath component in main A lobe,

at angle 8 < 1. 586 from tracking

axis (g = Py PgPy OF PoPg P, < 0.5)

Diffracted component in main Alobe,
at angle 8< 1.5 ee from tracking axis.
A(R) is the voltage of the diffracted
component, and A(0) that of the direct

target component [ 14] .

Diffuse multipath error in azimuth
measurement over narrow glistening

surface (eda < Pa)

Specular multipath error
in range measurement whare

Gsr is averaged over region

near image

S 1
e /
e k_ \/Z(S,IA)ne
UE " popspv
ee k 2G &
m . se e
°E _ _PoPan fy
o) —
e - ZGsene
% - (8)/5(0)
ee km\fz ne
°E  _ _A(e) ()
2 ‘/z k_A(0) ¥ (0)
Z-AL = PoPa Py
8 —
da 22 G, .
- pop<pv ret
Ol‘

Table II. Multipath error equations for
specular and diffuse components and for

diffraction.

(3)

(4)

(6)

(6a)

(7)

(8)

19




1. Reflections in Antenna Sidelobes. When the radar is tracking

a target at elevation Bt. the specular _image arrives at depression angle
B 4, (for h << h. see Table 1). If this target-image separation

=2 Gt is sufficient to place the image in the sidelobe region of the A
pattern, as in Fig. 14, the specular component will introduce a small,
approximately sinusoidal error voltage whose power, relative to the

sum signal, is

(pp k)’
I .78 = BBV (9)
. GSe
The resulting error expression is given in Table II, as derived from the
gene;ral expression for interference error. Since the phase angle a of
the specular component changes with target elevation, there will be a

slow oscillation of this error, with a frequency

. 2h 7 h 2h_#86
f = 1 o r d t - r t (10)
2m

A\ dt R LN

In most cases, this frequency is low enough so that no smoothing effect

is provided by the servo (n_*~ 1)

Diffuse error has a similar effect, except that it is more random
and may be reduced by smoothing (see Fig. 11 for typical frequency spectra).
However, the depression angles from which the diffuse components arise
cover the entire interval from the horizon to ~ 2 Oy S° evaluation of
IA/S is more difficult. It is often sufficient to evaluate only the horizon

component, since this lies closest to the main lobe of the A channel.

2. Reflections in Main Lobe. Targets below about 1.5 beamwidths

will produce diffuse components in the main A lobe, and below 0.75 beam-
widths the specular component enters this lobe. An expanded plot of
typical ¥ and A patterns is shown in Fig. 15. Reflections from this region
can cause either of two types of error, depending on their maénitudes
relative to the direct ray.
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For small reflections (p < 0.5), the tracking angle ceviates
symmetrically about the target angle, as with sidelobe reflections, and
the target remains within the region of linear difference slope. The
specular multipath-to-signal ratio is

. 2
s - | Pefefy i) ()
- Z(0)

and the resulting error is given by Eq.6 in Table II. Here, A(8) is the
difference-channel voltage gain averaged over the angles from which

the reflections arrive, and it is assumed that the resulting error (Fig.16)
is small enough that the direct signal is received with the full gain T (0)

of the sum channel.

The same expression applies to diffuse components, with kg replacing
Pe and with appropriate adjustment of the reflection angle. For example,
in Fig. 16, if the horizon diffuse component P dh is substituted for i 8
the source of reflections will be half way from the target to the image,
and the target elevation angles in the abscissa will run from zero to 2.4 ee'
- Hence, significant mainlobe diffuse errors will commence at target eleva-
tion et ~ 1.5 ee rather than at et =~ 0.75 ee' Two typical curves for

horizon diffuse error ¢ are shown in Fig. 17, taking into account the

variation of Pah with taer};et elevation for rough and medium surfaces. At
the lower elevations, where the horizon component approaches the

A -pattern null, diffuse scattering at greater depression angles becomes
important. The error from these regions, near the specular point (mid-
range) and below it (foreground), are shown in Fig. 18. The density of
these reflections is inversely proportional to the surface slope, and the
reflected power (integrated over the A mainlobe) is proportional to the

beamwidth, giving a family of curves which depend on ee/ca as shown.

A different type of error appears when strong specular reflections
(¢ >0.7) are received, as may happen for surfaces where the normalized
roughness (oh/k )sin § < 0.065. When such a reflection enters the main

A lobe some 1.5 93 below the target (see Fig. 15), and is in phase with
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Figure 16. Normalized specular error component o

for p p_ <0.5, in which case the target remains wit in

the linear region of the A pattern and deep signal nulls
are not encountered.
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Figure 17. Normalized horizon component of diffuse multipath
error (defined as originating between the horizon and -y, /2 in
elevation angle). The dashed lines give typical values for the
100-m target of Fig. 9a at different ranges, as observed with
a 40-mr radar beamwidth. For a, /A >10, the horizon com-
ponent is concentrated near the horizon (about halfway between
the target and the image), so the normalized curve of Fig. 16
can be used with 2:1 expansion in the elevation scale and with

Pah replacing P
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angles for which g and Og exceed Tah The typical curve
shown by the dashéd line is f{or medium and rough surfaces
described in Fig. 13, observed with a 40-mr beamwidth.




the target signal, the tracking angle tends toward the horizon, forcing

the target far up onto the upper A lobe and the image farther up the

lower lobe. When the image is out of phase, the servo forces the lower
peak of the 2 lobe to the horizon, placing the target and image symmetri-
cally on the two shoulders of this lobe. In the in-phase case, the indi-
cated elevation is near zero, independent of true target elevation, while
in the opposing case it is near 0.7 beamwidths, independent of target
elevation. This phenomenon, known as '""nosediving, "' is shown in
idealized form in Fig. 19. In actuality, the track may be lost due to

T -channel fading as the relative phase approaches 180 deg, or the antenna
may be deflected downward rather than upward, either as a result of
random noise or appérent increase in reflected power from diffuse con:-
ponents. Even if range and azimuth tracking is preserved, the elevaticn
data are useless. Smoothing of the elevation data can delay the onset

of nosediving, as shown approximately in Fig. 20, provided the smooth-
ing time exceeds the period of the multipath error. This figure also
shows the diffuse components and the normalized specular component

for cases where PoPs < 0.5.

3. Range and Azimuth Errors. Both specular and diffuse reflection

components can also introduce errors in range data, and diffuse com-

. ponents cause a small azimuth error as well. The spatial distribution:
of Figs. 8 and 10 give an idea of the spread in these two coordinates.

The composite direct-plus-reflected signal may be viewed as an extended

target giving glint errors in range and azimuth, as listed in Table II.

C. ANTI-MULTIPATH TECHNIQUES

Many radar tracking operations are carried out within the region
et < 1. 586, where the Amainlobe reaches the horizon and the second
A sidelobe reaches the image. Often, tracking is desired even for
e, < 0. 5 G where strong specular reflection in the mainlobe will normally
cause erratic tracking or total loss of track. A number of techniques
have been devised to reduce multipath error, but most of these are based
on the purely specular reflection model, and are of limited value over
irregular surfaces. For example, low-sidelobe antenna design can
suppress the response to the specular image for et >0.8 Qe, but at the

expense of a broader mainlobe and increased diffuse error.
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Figure 19. Tracking angle vs. target angle with a specular
image of varying amplitude according to Fig. 7. The
smooth, medium and rough surfaces correspond to o, /A of

1, 5 and 20 respectively. The radar beamwidth 9t= mr,
and the antenna height h_ = 200 A\, giving signal nulls at
elevation intervals \ /2 f_ =0.0025 rad. The phenomenon
known as ''nosediving, " ih which the radar tracks the centroid
between target and image, with abrupt jumps to a fixed angle
above the target, occurs for 8, <0.7 6_when p > 0.75. In
practice, the antenna may.jump to an aengle below the image,

causing loss of track.  Effects of diffuse reflection are not
shown.
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1. High-Resolution Radar. The use of narrow beams is the most

basic technique for avoidance of multipath error, and this explains the
preference for high frequencies in tracking radar. Narrowing the
elevation beam is beneficial in two ways: first, the multipath errors
for a given S/I ratio are directly proportional to beamwidth ee (see
Table II); secondly, the S/I ratio for a given target elevation is generally
improved with decreasing \ /D ratio (where D is antenna diameter), and
beamwidth is usually reduced by this means (rather than by decreasing
the taper). Since tactical systems are limited in antenna size, the
trend has been toward higher frequencies: Ku-band (16 GHz), Ka-band
(35 GHz). or even higher, for short-range systems. Some of the
limiting factors are discussed by Thompson and Kittredge [ 7], who
conclude that the higher bands are uséble,in a typical case, to about

10-km range in rain up to 4 mm/h.

Resolution in range or Doppler is of limited value for most (low-
sited) radars. The spread of diffuse multipath is typically only a few
nanoseconds in range delay (Fig. 10), and one to a few hertz in Doppler
(Fig. 11). The spread of the specular components is even smaller,
often only one or two wavelengths of the RF and a fraction of a hertz,
respectively. Airborne or high-sited surface radars can sometimes
use range or Doppler resolution to advantage. The expressions in Table

III summarize the conditions under which these steps are useful.

Frequency agility or diversity gives some of the benefits of range
resolution, although the error components are averaged over the tunable
band rather than being excluded from the receiver output. The limita-
tions as to applicability are similar to those of range resolution, but
the tunable bandwidth Af may be greater than the instantaneous bandwidth

of practical waveforms.

2. Off-Axis Tracking. A simple procedure suggested in 1952 by

Kirkpatrick [ 8] consists of locking the antenna at an elevation 8~ 0. 86e
for targets descending below that elevation, and following the targets in
an open-loop error estimation mode. The expected errors for different

surface conditions are shown in Fig. 21.
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Sidelobe region,

esinlobe region,

Horizon region,

Techniques et>l'56e , 0.39e <et<l.5€e Qt<0.39e

op <0.038, 0.03 ee<az<o.3ee peak error—8
Narrow Error = cee /‘\E' Error and region Region of large
beamwidth proportional to Be error proportional

to 9g

Range resolution | Effective for Effective only if Ineffective
with signal band-
width B he by - P e —Z'EB—
R 2B

Data smoothing Effective for Effective for Ineffective
or Doppler
resolution ¢h, & 1 2h, 8 ek

A t, A to

Frequency agility
or diversity

Effective for

h h

s SO > c
R 2 M

Effective only if

¢
ihx' ee> 2 Af

Permits track on
centroid at horizon,
but no height data

Off-axis mono-
pulse tracking

Ineffective

Provide stable track
with

Provides stable
track with increas-

o 0.28, as ir;g grrolr until loss
et —0.38, of signa
Double-null Degenerates to |Effective, giving Provides stable
tracker normal 0.02 <cE/ee< 0. 1 track with
monopulse minimum error
| Symmetrical Inapplicable Effective for smooth | Relatively large

| 2/T pattern

land medium surfaces

diffuse error and
deep fades limit
applicability

Asymmetrical
monopulse

Inzapplicable

Effective, giving
0.05 < "E/ee < 0.2

Provides stable
track with increas-
ing error until loss

of signal

Complex angles

Ineffective

Effective for specu-
lar reflection at low
sites

Possible data over
calibrated surface
until loss of signal

Multiple -target
estimation

Ineffective

Effective for smooth
and medium surfaces

Impractical except
as implemented with|
asymmetrical beamg

Radar fences

Effective

Effective when main-
lobe clears fence

Detrimental: extenq
horizon to top of
fence

Circular Ineffective unless 6t >> Brewster angle; not applicable
olarization for narrow beams

Use of Inapplicable Poor tracking is Permits continued

a priori - range and azimuth

altitude track until loss of

better than
riori data

signal

Table III.

Effectiveness of anti-multipath techni-

ques in three regions of elevation tracking [6].

31




s

3. Multiple-Target Estimators. Some years ago it was recognized

that the canventional monopulse tracker, while near optimum for mea-
suring a single target, was far from the ideal (maximum likelihood)
estimator for one of two or more closely spaced targets. Several
schemes were devised and tested for simultaneous measurement of two
unresolvec targets, or of a target over a reflecting surface. The basic
papers on this approach appear in [ 1], with White [ 9] giving the clearest
discussion of the results. Having synthesized the maximum-likelihood
tracker for low-angle targets over a smooth surface, he showed that the
resulting A patterns, while placing 2 second null at the image, had large
response lobes at the horizon and at angles below the image. Following
an intuitive preference for reduced response in these regions, White
arrived at the "tempered double-null tracker, " which maintained the
second null at the image point but with generally reduced response at

and below the horizon. The estimated errors for this technique, using
the diffuse reflection models described above, are shown in Fig. 22.

For a smooth surface, there would be no error except that resulting

from thermal noise, clutter, or circuit deficiencies.

A second approach to the target-image problem, described by
Dax [ 10], used a broadened ¥, pattern to produce a A/S ratio having
symmetry with respect to the peak of the lower A lobe. The antenna
was locked to place the axis of symmetry at the midpoint between target
and image (as calculated from range data), making the output estimate
independent of phase and amplitude of the specular reflection. White [9]
proposed a similar scheme for phased-array trackers which could not
afford the time to control adaptively the double-null pattern. A pair of
asymmetrical patterns was generated whose ratio FB/FA was symmetri-
cal relative to the target-image midpoint (as with the Dax system).
By "squinting'' the two patterns so that each was asymmetrical, the
response below the horizon could be minimized. Even with squint, this
approach leads to a large response from the horizon component of diffuse
reflection, giving errors as shown in Fig. 23. Again, for a smooth

surface, this approach yields zero error for strong enough signals.
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Figure 22. Normalized diffuse multipath error for tempered
double-null tracker [ 9] . The presence of specular reflection
at low target elevation angles tends to increase the sensitivity
to noise and to diffuse components arriving at angles different
from the image angle. Note, however, that the horizon
components of error are lower than for tracking or off-axis
monopulse, especially for medium surfaces which lack the
enhanced horizon spot. Below 8§, = -.38 , the foreground com-
ponents rise quite steeply equaling or execeeding those of con-
ventional monopulse systems. To obtain direct comparison
with the conventional monopulse systems using the same
aperture size, the beamwidth 8 is taken as 1.2\ /D (=40 mr
for the typical curves), and White' s standard beamwidth is
assumed to be A\ /D. The actual modified sum beamwidth is
somewhat broader than -
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Figure 23. Normalized diffuse multipath error for fixed
asymmetrical-beam monopulse estimator [ 9] . The effect of
specular reflection is to increase the sensitivity to noise and
diffuse components for A < 0.6 ae. The relatively large
response to horizon components of diffuse multipath results
from the high gain at zero elevation of the broadened pattern
of one of the two beams used in this system. Typical values
are shown for the case used in previous figures, with
8,=1.2)\/D = 40 mr.
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Each of the linear multiple-target estimation techniques can be
described by its antenna pattern functions or by the equivalent aperture
weighting functions (the two functions being related by the Fourier
transform). Aperture weiphting or sampling is the more complicated
description, in that it involves many more elements than the number

of beams used to synthesize the corresponding patterns in space.

4. Complex Angle Monopulse. It has been shown by Sherman [ 11]

that the quadrature component of the monopulse error signal contains
information which is rejected in the normal monopulse error detector,
and which can provide data on a second, unresolved target. Subseguent
work applied this to the low-angle tracking problem, showing that a
series of observations could be interpreted to yield true target elevation
to high precision. Experiments show that the actual complex A /Y ratio
does not follow the regular spiral path with increasing target elevation
over the ground, but instead has both systematic and random variations
in phase and amplitude (presumably as a result of diffuse components).
Attempts have been made to match measured data, over one or more
loops of the spiral, to a calibration curve prepared for the target azimuth
' angle, with considerable success for a test target at fixed range. How-
ever, diffuse reflection theory predicts that such calibrations will be
valid only within very narrow intervals in target azimuth and range.

The greatest prospect for success of the complex angle technique is in
lower frequency radars, sited low and looking over the sea, such that

diffuse components are minimized.

5. Other Techniques. Three further techniques for multipath re-

duction should be mentioned. Radar fences have been used at fixed sites,
and natural obstacles are often available for use by mobile radars, to
reduce clutter and multipath. Fences are of particular value in reducing
multipath in the antenna sidelobes, for targets above =2 e The top

of the fence causes diffraction and produces an equivalent source above
the angle from which multipath would have arrived. Hence, for lower
target elevations where this diffraction component may enter the main

A lobe, the error may actually be increased. Siting of the radar just
above the height of a distant line of trees can minimize error on low-

elevation targets.
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Use of circular polarization is sometimes proposed to reject re-
flected components from a flat surface. This would be effective over
an infinite metallic ground plane, buf unfortunately, the earth's surface
does not cause a reversal of the sense of circular polarization at angles

below the Brewster angle (Fig. 6), and this approach is useless.

The final technique involves reliance on non-radar sources of
altitude data: a priori trajectory information, optical data, or barometric
altimeter data. Each of these has its own sources of error, which are

beyond the scope of this course.

D. ACCURACY OF RADAR MEASUREMENTS

Several sources of measurement error have been discussed above.
This section will review the basic error components and the factors

which affect them, leading to an example of tracking radar error analysis.

1. Thermal Noise. The basic expression for noise error in inter-

polation within a resolution cell of width zg has been given:

Z
o = - (12)

. k, \/ 2(S/N) n

Table 1V gives the expressions for thermal noise errors in angle estima-

tion, in terms of the on-axis energy ratio

A= 268/NaL_ (13)

and the error slope constants which apply to each case. Numerical values
of monopulse slope km are shown in Fig. 24, as a function of T -channel
sidelobe ratio. Table V shows corresponding values for horn-fed
apertures. Conical-scan error slope for two-way scanning systems is
shown in Fig. 25 as a function of squint angle. One-way (COSRO) systems
have somewhat lower values ks/'\/-i-.k < 1.2, with correspondingly larger
errors. The equations shown in Table IV do not include the effects of
small-signal suppression (detector loss) or of inefficient signal processing
(e.g. Lm‘>1). which can be accounted for by inclusion of loss factors to

reduce ,Jtm. Detailed discussion of these losses will be found in [ 5] .
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Type of horn

Simple four-horn

Two—=horn dual mode

Two-horn triple-mode

Twelve-horn

Four-horn triple-mode

0.58

L7h

0.75

0.56

Q.75

km km
1.2 1.2
16 1.2
16 1.2
.7 .6
1.6 1.6

D

Sr

(db)

1S

19

se

(db)

19

19

Table V. Performance of horn-fed antennas: n_ is

Z -channel efficiency, G

is Y=channel sidelobe ara‘tio,

G is A-channel sidelobeé ratio.

se

Feed
shaope
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Errors in range delay or Doppler measurement are found from equa-
tions in Table VI, and from Figs. 26 and 27. The normalized ranging
slope K7 3a is analogous to km in monopulse angle measurement, as is
the normalized Doppler slope Kf BBa' Except for ranging slope on the
rectangular pulse, all these normalized slopes have optimum values
3a will be the
width of the spectral envelope (Fig. 28) for noncoherent (single-pulse)

processing, and width of the fine spectral line for pulsed Doppler pro-

cessing.

near unity. In Doppler measurement, the spectral width B

2. Clutter and Interference. The general expression for error

caused by small interfering signals is

X3

o, ° ' (26)
kx \’Z(S/IA)ne

where (S/IA) is the ratio of Z-channel signal to A-channel interference, -

and n, is the number of independent interference samples averaged in
one measurement. Equations for S/IA in clutter may be obtained from
those discussed in earlier lectures by multiplying T -channel S/C ratios
by the receiving gain ratio (A/£)? in the channel under consideration
(elevation, azimuth, range or Doppler). This is especially significant
in elevation tracking over a clutter surface. If Doppler processing is

used, the S/IA ratio may be increased by the MTI or Doppler improve-

ment factor.

3. Target Noise. Most radar targets consist of several scattering
or reflecting elements, distributed in angle and range with respect to a
"center of gravity' which is to be measured. Two types of target noise
can be identified [ 12 ] : glint, which is associated with the phase relation-
ships of the reflected signal; and scintillation, in which amplitude
fluctuations of the reflected signal are converted by radar processing
into apparent shifts in target position. Glint is present in all four measure-
ment coordinates, and can be ﬁpproximated by normally distributed errors
with standard deviations shown in Table VII. Typical measured distribu-

tions are shown in Fig. 29.
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Table VI. Thermal noise errors in
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SCINTILLATION IN SEQUENTIAL MEASUREMENT SYSTEMS
(INCLUDING FREQUENCY SCANNING)

Table VII. Target noise components, including Doppler
error for target rotation rate w_ .

Class of error

Bias components

Noise comronents

Radar-dependent
tracking errors

Radar-dependent
translation errors

Target-dependent
tracking errors

Boresight axis setting and
drift

Torque caused by wind
and gravity

Servo unbalance and drift

Pedestal leveling

Azimuth alignment

Orthogonality of axes

Pedestal flexure caused by
gravity force

Pedestal flexure caused by
solar heating

Therma! noisc

Multipath

Torque caused by wind
gusts

Servo noise

Deflection of antenna
caused by acceleration

Bearing wobble

Datz gear nonlinearity
and backlash

Data takeoff nonlinearity
and granularity

Pedesta! deflection caused
by acceleration

Dynamic lag

Glint

Dynamic lag variation

Scintillation or beacon
modulation

Propagation errors

Average refraction of
troposphere

Average refraction of
ionosphere

Irregularities in refrac-
tion of troposphere
Irregularities in refrac-
tion of ionosphere

Apparent or instrumen-
tation errors

Stability of telescope or
reference instrument
Stability of film base o1

emulsion
Optical parallax

Vibration or )itter in ref-
erence instrument
Film transpor: jitter
Reading error
Granularity error
Variation in parallax

Table VIII. Inventory of angle error components for
tracking radar [ 13].
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Figure 28. Pulse train waveform and spectrum:
(a) waveform, modulated by antenna pattern;
(b) spectral envelope and fine line structure [ 5] .
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Scintillation error is normally associated with sequential lobing
or conical scanning for angular measurement, where target fluctuation
components at the lobing rate are interpreted as target deviations.
Search radars and linear-scan systems, including frequency scanners,
are also affected as shown in Fig. 30. Range and Doppler trackers
are normally based on simultaneous processing of two channels, as is
monopulse angle tracking, and scintillation errors should be small.
However, if the target is offset from the A -channel null, scintillation
can cause a modulation of tracking-loop gain, resuiting in a noise
error. This error is reduced by fast AGC or other normalization pro-
cedures which follow rapid signal fluctuations, at the expense of greater
glint errors during brief periods of T-channel signal fades (Fig. 31).
In principle, perfect normalization on a Rayleigh signal leads to infinite
variance of the measurement, but in practice the limited dynamic range

and bandwidth of processing leads to truncation of the error distribution.

4. Lag Errors. All tracking systems exhibit some lag errors on

maneuvering targets, as a result of their smoothing properties. As the
noise of individual measurements increases, a longer smoothing time
.must be used to avoid excessive tracking error (increasing n in Eq. 9,
for instance, and decreasing the tracking loop bandwidth Bn)' The

ability of the tracker to follow target maneuvers is reduced by smoothing,
and a common problem in tracker design is to balance the noise and

lag errors for the cases of greatest interest. One way of describing
servo response is to specify ''error constants' Kv’ Ka. ... for velocity,
acceleration, and higher derivatives. The lag error is then expressed
as the sum of terms corresponding to each derivative of target motion

in the tracked coordinate:

v a

e = —— + =% 4+ ..,
K K
v a

The velocity error coefficient Kv can be made infinite, after a long settling

time to achieve steady-state conditions, but the acceleration error coeffi-

-

cient is closely tied to servo bandwidth:

2
Ka ~Z.58n
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Thus, for a giver. S/N ratio, it is possible to find an optimum bandwidth
which minimizes the RSS sum of thermal noise and lag error | 13, pp.

307-308, 372].

5. Instrumentation Errors. There are many potential sources

of error in practical radar equipment, including polarization sensitivity
of the antenna [ 12], unbalances, drifts and circuit noise in the RF

and receiving systems, quantizing noise in A/D converters, and
mechanical errors in the antenna-pedestal system. No general analysis
of these errors can be given, but each radar must be analyzed individually

to arrive at realistic values of instrumental error in each coordinate.

6. Atmospheric Propagation. Most radars operate through the

troposphere, which slows and bends the RF rays. For a standarcd atmosphere
and a radar at sea level, Figs. 32 and 33 show the average elevation and
range errors. These may be scaled to the actual refractivity at the radar
site, if this is measured or calculated as differing from No = 313 units,

Paths through nonstandard tropospheric profiles may be calculated by

ray tracing to obtain corrections to within one or two per cent of the original
bias error, but generally the five to ten per cent accuracy available from

‘the scaling to surface refractivity is adequate.

Random fluctuations in the troposphere cause smaller errors in all
radar coordinates, with azimuth error (and elevation error, for tracking
antennas) as shown approximately in Fig. 34, Interferometers or arrays
extending along the ground and tracking by phase measurement will

have greater elevation errors [ 5].

Especially at the lower radar frequencies, the ionosphere can intro-
duce significant errors. Typical values are shown in Fig. 35, but the
seasonal, daily, and random variations are large and only rough estimates
are possible. Corrections can be made using measured profiles of

electron density, or by comparing the measured data on two or three

separated frequencies. A " A9 Zink SC Sy T T K’»’z/ ﬁ“""‘”"S
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E. EXAMPLE OF SYSTEM ERROR ANALYSIS

1. Classification of Errors. Radar errors may be classified by

their sources, by spectral characteristics, and by their amplitude dis-
tributions. In a conventional tracker, for example, the sources can be
divided between radar imperfections which cause the tracking axis to

deviate from the target, those which cause the angles of this axis to be

incorrectly translated into the chosen coordinate system, target-dependent

deviations of the tracking axis from the center of gravity, propagation
errors, and apparent errors which are in fact attributable to reference
instrumentation (see Table VIII). Each of these may further be divided
into bias and noise components, or more finely into true bias (zero
frequency), apparent bias (very low frequency, but changing from one
test to the next), low frequency (relative to servo bandwidth), cyclic, and
white noise (see Fig. 36). Individual components within these classifica-

tions may be normally distributed, uniformly distributed over some

_ interval, or sinusoidal.

. 2. Combination of Errors. Because the many sources tend to pro-

duce independently varying errors, a summation of variances (RSS
addition) is usually valid. For a given target type, range, elevation
angle, and environment, the several components are RSS added in each
coordinate, and their variation with range is then used to prepare a plot
similar to Fig. 37. Families of such curves for different elevation angles

and target types may be prepared. A description of errors in the original

AN/FPS-16 is given in the reprinted IRE paper, Appendix A, More detailed

analyses will be found in [ 5] and [ 13], indicating the different levels of

complexity with which radar errors can be analyzed and described.
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TYPICAL LOW-ALTITUDE TRACKING PROBLEM

The following problem iHustrates the effects of relatively smooth
and rough sea conditions on a shipboard tracking radar with and without
special anti-multipath features. For the ranges given, the flat-earth
assumption is adequate for use in error estimation, as can be seen by
reference to Figs. 4 and 5 with S = 0.09 and T = 0. 32.

Calculations are made for one target location at an elevation angle
of approximately one-half beamwidth, and error components are des-

cribed by frequency to indicate whether they are subject to reduction by

filtering.
1. Radar-Target Geometry
Shipboard radar: N = 0.03 m (X-band)
D = lm(ee=9a=35mror2deg)
hr = 10 m
Aircraft target: R = 5km
ht = 100 m
Ve = 300 m/s inbound
Sea state: State 2 (slight sea, o, = 0.15 m, 0= 0.05,

relatively smooth surface at X-band); or
State 4-5 (rough sea, oy, = 0.5m, oa= 0.05,
relatively rough surface at X-band)

Calculated angles (assume flat earth):

h -h
Target elevation, 8, = tR L =0.0l180r 18 mr

ht+ hr
Grazing angle, xbo rad e £ 0.022 or 22 mr

Reflection lobe width, \ /Zhr = 0.0015 or 1.5 mr

Other geometrical factors:
h

: 2 r
X = —
Range to specular rveﬁectaon point, X e . 455 m

2h ht
Delay of specular reflection, 60 = __Rr_ =0.4m

Normalized elevation angle, at/er = 0.52
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g, +u
Effective elevation rate, = = 0.0012 rad/s

Reflection Coefficients

Fresnel reflection coefficient, o= 0.7 (Fig. 6)

(for specular, midrange and foreground components)

Fresnel coefficient at \hO/Z, Po = 0.83

(for horizon component)

Specular scattering factor, P = 0.37 (SS2, oh/K = 5)
(Fig. 7) =Q (SS 4, oh/x = 16)
Horizon diffuse component, Pan’ 0.11 (SS2)
(Fig. 12a) Pgn= 0-19 (SS 4)
Midrange component, Pam” 0.29 (SS2)
(Fig. 13) Pam™ 0.39 (SS4)
Foreground component, Pas = 0.29 (SS2)
(Fig. 13) Pqs = 0.39 (SS 4)

The angular relationships of these components to the monopulse

antenna patterns are shown in Fig. 38.

Computation of Error

Specular error: Oas

g = 0.2 (Fig. 16)

ePofs
For SS2: Oas ° 0.2x35x0.7x0.37 =1.8mr
For SS 4. Op ~ 0
Horizon component: oeh

a = 0.25 (Fig. 17a)

ePoPdh
For SS2: nah=0.25x35x0.83x0.11=0.8mr
For SS4: oqh=0.25x35x0.83x_0.19=l.4mr
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Midrange component: o
e@m = 0.185 (Fig. 18)
epopdm
For SS2: ogm_’ 0.185 x .29x35x0.7 =1.31 mr
For SS 4: nem= 0.185x0.39x35x0.7 =1.77 mr
Foreground component: Oag
vy = 0.1 (Fig. 18)
ePoPdf
For SS2: oef=0.lx0.29x35x0.7=0.71 mr
For SS4: cq=0.lx0.39x35x0.7=O.96mr
. . _ 2 2 S by 9
Total multipath error: e |, * ‘/5954 °eh+ Ooam ° ﬂ;f
For SS2: ' re = 2.47 mror 0.0718
For SS 4. oe = 2.45 mr or 0.070 Ge

Frequency Characteristics of Error

Qt + d:o Zh!_

Specular component: f = — I
& 20  _
= 0.0012 5753 = 0.8 Hz
Horizon component: f = -;:— (cos 8, - cos tbz)
-1 ht
(900 <« x < 4000) d)z = tan 5000-x
For x = 900, £ =322, (cos .018-cos 0.024)

=10, 000 (. 99984-.9997)

=1.35 Hz | Largely beyond
4000, f =48 Hz servo passband

For x




Midrange component:

(240 < x < 900)

0.6 Hz Within servo
1.35 Hz passband

For x =240, f
For x =900, {

Foreground component:
(40 < x <240)

For x =40, {=0.4 Hz 2 Within servo
240, f = 0.6 Hz

For x passband
Total error at output of 1.5-Hz filter:

For SS2: Cq = 2,3 mr or 0.069 6

"For SS4: By ™ 2.0 mr or 0.057 ee

Applicability of Anti-Multipath Techniques

56

(a)

Off-axis monopulse:

Specular component: O s
§po ™~ 0.1 (Fig. 21)
ePofs
For SS2: qes=0.lx35x0.7x0.37=0.9l
For SS4: B = 0
Horizon component: Oah
5 ~ 0.25 (Fig. 21)
ePoPdh
For SS2: qgh=0.25x35x0.83x0.ll=0.80mr
For SS4: neh=0.25x35x0.83x0.l9=l.38mr
Midrange component: %gh
(use curve for ¢ 8 = Hed (g L)
6s ePofPdm :

with Pam replacing ps)
For SS2: % =0.1x35x0.83x0.29 =0.84 mr

For SS 4: 0.1 x35x0.83x0.39=1.13 mr




(b)

Foreground component:

Total multipath error:
For SS2:

For SS4:

negligible

04 = 1.47 mr or 0.042 ¢
s e
a. =1.78 mr or 0.051 8§
f e

(or about 0.6 to 0.7 times the previous error)

Total multipath error at output of 1.5-Hz filter:

For SS2:

For SS 4:

Double-null tracker:

Specular component:

Horizon component:

(medium surface)

For SS2:

For SS4:

Midrange component:

For SS2:

For SS4:

Foreground component:

For SS2:
For SS 4.

Total multipath error:
For SS2: ‘

For SS4:

Ta

a

~ ]1.23 mr or 0.035 ee

n.~ 1.38 mr or 0.030 Pe

Results are 1.9to 1.5
better than tracking

monopulse

negligible

o

2R~ 0.15 (Fig. 22a)

epopdh

Sah =0.15x35%x0.83x0.11 =0.48 mr
ogh=0.l5x35x0.83x0.19 = 0.83 mr
Uﬂm

9—__ =~ 0.09 (Fig. 22b)

epopdm

Cah = 0.09x35x0.7x0.29 =0.64 mr
Ceah =0.09x35x0.7x0.39 =0.86 mr
Taf

5o, ~0.055 (Fig. 22b)

ePofdf

O =0.055x35%x0.7x0.29 =0.39 mr
Ogf = 0.055x35x0.7x0.39 =0.53 mr
O = 0.89 mr = 0.03 ee

Ty = 1.31 mr = 0.04 Pe

ST




(c)

Error at output of 1.5-Hz filter:

For SSZ:

For SS 4:

Oe"

%g

0.75 mr

n

0.02 A
e

1.01 mr = 0.03 8,

(results are factor of 1.7 to 1.3 better than off-axis monopulse)

Asymmetrical-beam Estimator:

58

Specular component:

Horizon component:

For SS2:

For SS 4:

Midrange component:

For SS2:

For SS4:

Foreground component:

For SS2:
For SS4:
Total multipath error:

For SS2:

For SS4:

negligible

Seh

5 ~ 0.6 (Fig. 23a)
epopdh
oeh=0.6x35x0.83x0.11
neh=0.6x35x0.83x0.l9
a

o2 ~0.35 (Fig. 23b)
epopdm

Tah = 0.35x 35x 0.7 x 0.29
Tah =0.35x35x 0.7 x0.39
o}

eM ~ 0.2 (Fig. 23b)
epopdf

neh’-'O.Zx 35x 0.7 x 0.29
Cah =0.2x35x0.7 x0.39
n9=3.4mr or 0.1 ee
ng=5.0mr or 0.14 ee

Error at output of 1.5-Hz filter:

For SS2:

For SS 4.

ﬂe"

ﬂ’e=

2.9 mr or 0.08 ee

3.8 mror 0.11 Be

1.92 mr

3.31 mr

"
[\V)

.5m

3.3 mr

1.4 mr

1.9 mr

(Results are worse than conventional monopulse tracker by factor

of 1.3to 1.9)




™

(d)

Narrower beam at Ku-band:

pe =1.2\/D=1.2x .018 = 0.022 rad or 22 mr
Normalized velocity vt/\ = 16700

oh/x = 8 (SS2) or 28 (SS4)

Normalized elevation: gt/ee = 0.82

pig = 0 for either sea state

Pgh - 0.13 (S52) or 0.33 (SS4)
Parms = Par © 0.39 for either sea state
Specular error: g = 0
Horizon component: a

éh =

g = 0.24

ePoPdh
For SS2: Tah =0.24x22x0.83x0.13 =0.57 mr
For SS4: Tan 0.24 x22x0.83x0.33 =1.45mr

(Error frequencies extend from 2.25 to 80 Hz)

Midrange component: g
e—“—’— = 0.06 (Fig. 18)
ePoPdm
For either sea state: Oom - 0.06 x 22 x0.7x0.39 =0.36 mr
Foreground component: “am
5 ~ 0 (Fig. 18)
ePoPdm
Total multipath error:
For SS2: Oy = 0.67 mr essentially all
For SS4: oy = 1.49 mr horizon component

Total error is 0.2 to 0.6 times that at X-band, and is largely
beyond the servo passband for v, = 300 m/s.
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Errors from Sea Clutter

60

Rg¢
: _ 2 T1c
Area of resolution cell: Ac = {33 2
(assume 7= 0.5usec)
_ 5000 x 0.035 4 2
= 1.33 x 75«10 m
Antenna A gain at surface: 0.7 relative volts
Clutter reflectivity: for grazing angle 2 mr = 0.1 deg,
For SS2: o° ~ -50dB
For SS4: - o ~ -40 dB
_Clutter cross section:
For SS2: O™ O.lmZ
For SS 4: ™ lmZ
Signal-to-clutter ratio: for Gt =2 m
For SS2: (S/C)A = 40 or +16 dB Without
For SS4: (S/C)A= 4 or +6 dB MTI
Clutter error: ee
' 0 = (for S/C>> 1)
km"Z(S7C)Ane
For SS2: 0y = 2.0
‘/—n_ Without
e
For SS4: Cq = 6.3 AT

For SS2, with S/C 3> 1, the error varies from 2 mr (when the air-
craft passes through an ambiguous velocity for which neel) to a
negligible level at other velocities. For SS4, however, the condition
S/C >>1 is not met and a cross-product term [ 14] appears which

is correlated over the tirhe required for the target to move through

a resolution cell:




tc = > x -;t— :.3_00_ = 0.25 sec
I | _ 1 _
fle & T Tzsxz ¢
)
09: 2 = 3 =2.2 mr

km(S/C)‘me 1.96 x 4 x‘/4—

Hence MTI is needed for good tracking within one beamwidth over

a rough sea.

Azimuth Error

o P PP
L o 0 X8 (Table II)

fda z‘/zc
ST

=an(9t+9r)=0.l (18 + 8) = 2. 6 mr for P dh

pda

- - 3 -3 _ _
Gsr—l/)‘_ =1/.45 —4.9foret+9r-26mr-0.74ee

= 2:6x0.83%0.11 . ¢, 638 mr | Both negligible

For SS2: Oa
2 x 4 -
v + G relative to
.other errors
For SS 4: = 0.065 mr

oA
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I, How Phased Arrays Work

Introduction

The several paragraphs to follow will take the student, even one
who recalls very little of electromagnetic theory, antenna theory or even
vector representations of fields, along a course of "synthesizing" a micro-
wave phased array from the most elementary building blocks, The material
is accurate, to be sure, but not particularly deep and rigorous, Certain
properties of fields are assumed rather than developed, for example =
but one who has ever pondered a pebble dropped into a pond (or better two
pebbles side-by-side) will have no difficulty understanding phased arrays
(or any microwave antenna for that matter) and how patterns are formed and
steering is accbmplished. We begin with a single radiating element, then
a pair, then several that together constitute an “array", and in each case
examine what their radiations look like together at points a long way
away (the "far field"),

An Element

Consider a source of microwave electromagnetic radiation that is
just a point, and assume it radiates in all directions (spherically), Assune
that if one had a receiving device sensitive to the electric field (one
constituent of the radiating electromagnetic field) and aligned it with that
field (say the electric field is vertically "peclarized" in the region of the

—
receiver) one would sense a field intensity, 6? (in, say, volts per

meter), that goes through sinusoidal cycles of intensity at the carrier
frequency ‘FC: -%)—;7 (1, €., L) 1is ‘Pc, in radian measure) and the
magnitude of ]EP would decrease in direct linear proportion with the

receiver distance from our point source element (pgwer spatial density,




f——
ing proportional to the square of § , decreases as the square of the

distance), This is illustrated below:
5 | Sphericel Elez+ron«jrr1(4c
/ Wave “Frout®
( Tneidewt Electric Field Q
' (shown polamea( n The £

/i‘ i C / : direction )

Pol;\“' Source y‘ﬂﬂﬂa/ﬂ?‘f Tég+ peCfl‘J?r'

at oren P o1 A
Fraet
- -— :)wct

So, at some fixed distance the electric field is & = fm‘, é
which is a vector Emax "volts" long rotating in phase at wc angular rate,

For simplicity Em” will be written f. The form is that of a simple
vector A: A C‘}¢ H "
Length A ¢

which in our case has a time varying phase angler @ = w¢f= —Qﬂ'ﬁf .

i

g describes the cycling of the electric field at our field point:

a2

/ T, 3

Vector “generates" Graph of field intensity as a
the graph to the right function of time at our field
. point

We have established that a radiating element produces a sinusoidally

varying electric field that can be sensed from a remote point, the field

k’?C—/,//?/ap‘\ N, [ T hy l/*’"?bp C /€
point, It is further asserted that, with a proper orientation of our




receiving probe, the sensed electric field is invariant with angular location,
the magnitude varying only with radial distance,

Twe Elements

Consider that two elements, each radiating like the first, are
disposed along the x-axis separated by distance d straddling the origin,
Consider further that our receiver is at such a great distance that the
straight-line paths from each radiator to the receiver are essentially
parallel, Consider finally that our receiver is located on the y-axis,
This figure shows the x-y plane (sufficient locus for most of the following

development) and the paths to the receiver:
1{

’v.

At the receiver located on the normal to the element line (this normal or

} Paths + receiver ot
- ¢ grea"* dt&*‘aure/a‘t &:0

"broadside"” field point angle is = O ) the incident electric field is the
sum of the two vectors:

Z. = é‘n - &3(%'t+@.)+ Ezej.v(w‘h 3.)
= , , .
- I-—e‘ el & % Ete." QL:] c.,wct

where é@ is the excitation phase of the element,
For the two elements being excited with equal amplitudes and in phase
(E'I Ez' @ﬁ éﬁ O ), this resultant has its maximum value since the two
constituent vectors arrive at the receiver in phase, having traversed equal

path lengths, The very simple vector diagram shows the sum to be pog E .

ET 2€ = € "‘“Et'
£
\wt

(From this point on, the carrier frequency operator EiJ will not be

written; the entire vector diagram will show relative arrival phases of

e
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consituent vectors ani will be understood to be rotating at the carrier
frequency to generate the time varying total field.)

Consider moving the receiver to other positions f"?“’ in the
horizontal planei ; _

i €

Now, of course, the
path lengths from each
element to the field <\“‘€L

point are NOT the same;

they differ by the line

k¢
segment j in the figure, given by j: & Lir &  so that the phase
lag of the field from element "2" as seen at the distant receiver is, in
|
radians: ﬁz = 271'-%— >\ s ﬁl? carrier wauelengfk
(The convention will be § for excitation phase at the elements, and ¢ for

path-length induced phase seen in the far field,) This phase as a function

of field point angle is (P, = 2T d 4in®© and the vector sum of
the two elements' contibutions is seen 1n7:11agram=
It is evident that there exists some field point \{\?“ g
angle © for which @= T radians (180°) and the re- : ,
sultant goes to zero, This describes the first - Z Zézéf fi@ S /)
- 22 s

interference null off broadside; we can solve for the angle & for which
¢
that condition prevails: = 2T éxme é.e..t ﬂ'

' - \
o == M‘(:/'Z) z:-;:u.olo
e

As the value of 6 increases further, the vectors continue their mutual

rotation due to increasing path-length difference until they again align,

hest  @: and a6 £ oM
ya

&
n 6= an -/jlr E,L Et

-l
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(¢e)
If we graph the resulting vector field magnitude as a function of the viewing

angle, we have the familiar multilobed interferometer pattermrh/fwﬁ; yy’
P Lt o

Notice that only if we plot é%{//,”
this as a function of sine & ' E&'
are the lobes uniformly spaced. ;
Sine &
’ In " @ =-space” they are more o . ' ’k AcTurA

closely spaced in the broadside region than at t 'e wider angles, /'Notice.

( i
too, that the spacing of the two elements neasureulh wavelengths, &£ ,
determines the compactness of this lobed structure, Observe that if 4 is
many wavelengths, @ 1is "arplified" relative to © and many lobes appear
in, say, the forward 180° of space; if d is only a few wavelengths. then the
lobes are much thicker and only a few exist, '

A Line of Elements

Having established that two radiators form an interference pat-
tern, that it is multilobed in structure and that the lobe width and spacing

are inverse functions of the spacing of the elem;nts , We will add elements
~ b
s & . £

in the line of the two to nagte an array.

Consider N elements disposed 3

as shown to the right with the t \1

paths shown to a distant receiver }
at an angle of &, The vector diagram that results at that receiver
is shown below with the element-to-element phase increment due to path

) length differences ACP

uul\Ae re A¢ = 2”% aw & shown very clearly,

as before This, of course, is drawn

for equal intensity at each

element (a "uniform illum-

ination function" at the




array), and assumes the elements were excited in phase so that the resultant
is maximur (all the vectors adding in phase) when there is no path-length
difference, a condition occurring at &-0.

Now, consider other values of receiver position, of & . Certainly

there is a value of angle © where the vector diagram closes on itself
and produces a pattern null: JO od Et £ 0
Continuing, there must be &

next "maximum" encountered, n
’D with  vesultant * ‘

shown approximately in this diagram:
and that is in fact the peak of the first i diagrom

'sidelobd, And, at a still larger value

losed “star" of course.
of € s another null occurs: & (“’ e ", a‘ our )
ord £, =D

We note in'ihis five-element
vector diagram that if the element spacing _(;l: were such that, for reasonahle
viewing angle &, A¢ reaches ?ﬂ » the vector sum would again maximize, as

shown here:

r\«g:)\

5 \ ’\"A@ :2“'

This full strength major lobe is called a “grating lobe" insofar as it occurs

only with a Eating‘ or discrete array of sources. It occurs at an angle
L -'
& = Aw ._Z‘..
=N A
or in general at the several angles
m

oLt G b

b=




Just as in the case of the interfercreter discussed in the last section,
we can plet this successicn of values of the resultants of these vector
sunmztions as & function of the viewing, or field point, angle’and we see
that the pattern is of this shape, |

recurrent with these grating lobes,
NV
san X
where N is the number of elements,

and has a shape of the form

~—3ae"~f %j

Incidentally, these patterns, insofar as we have been graphing the

resulting total ELECTRIC FIELD at the field point, have POLARITY that
should be recognized = that is, if the "test reciever" were actually

at precisely the same distance from the center of rotation and moved
very carefully IN ANGLE ONLY, then the polarization of the lobes one to
another would be as we see on the left below, with 180° phase differences
on alternate lobes, In most systems work, this is of little consequence,
and we are much more interested in the angular distribution of power,
proportional to the square of the electric field; hence POWER PATTERNS
are correctly shown as on the right below, Furthermore, it is a great

convenience toc plot such patterns in logarithmic ordinate values, decibels,

g, | o
5 <
on®
\VARY he
Interferometer Field Pattern Interferometer Power Pattern
\ / b
U ~©
L VA~ -
Line Array Field Pattern Line Array Power Pattern




It ies an interesting exercise to consider a line array composed of
many elemerts very closely speced (still uniformly illuminated) in which
case the vector summation diagrams would be like a piece of string of

fixed length being wrapped in circles:

g0 :
£.=0TL O ~ @)/1 5
i

at € x0 atelj at el atGL
peak of main beam db first null irst

side lobe

b

L=NE

PP PR

(In each case the phase reference is the center of this array, whose
contribution is represented by the vertical elemental vector in each
diagram above,) Elementary geometry says that the first sidelobe pezk is

roughly when the string wraps "once and a half around", or

2 -
.—Q—‘.‘.D or /JL— Et

7r ™
or 5;: .JIzL

(3
and squaring the coefficient,(,l[l): 0,045, and converting to decibels

gives Ple ) = |0 lé'} (0.045)
Pmax = 15 loa(‘/:) - 30
= /(.5 =30

=-13.C d b
demonstrating with a pilece of string rather than a Fourier Transform that
indeed the first sidelobe peak of a uniformly illuminated aperture is"about
13,5 db down" as the common rule of thumb says. A graph of the resultant
magnitude é; as a function of & (graphed as power in db) gives, for this

closely spaced filled array, a pattern function

-8-




r farilia
of the familiar "sine x over x" shape, more properly:

el (T = 2in€)

= F y
/8 ~ A © where S 1is the aperture width,

We note the nulls are tigonometrically positioned in angle © and that the

null spacing (and hence width of the main beam) is inversely proportional

to the aperture width., We also note that this array of elements so finely

spaced than the aperture ecan nearly be considered a continuum is a special

case of the discrete array of the previous discussion, and in fact, as

we would expect, the discrete array pattern becomes the other as we pack

more elements in: , , Mx " o Flatt G HYT, t PRVE~,
A p) e~ ]
__—-—'——— ) Mx ) o) i I -&,;m;j’;
N> am X X

We have discﬁssed so far elements that have been excited with no
phase difference among them, that is, elements that have been excited "in
phase", If, however, it were desired that the maximum of the pattern not
occur at ©:-0 wut rather at some "steering angle" e& » the elements can
be excited with a phase increment between adjacent ones A@ that exactly
compensates for the path length difference between elements when viewed
from ‘@5 « That is, the phase lag of one element relative to another due
to path length is precisely the advance in phase with which that element
should be excited, in order that the vectors once again "line up in phase"
in the direction desired,@: . Again, for a N=5 element array, the figure
illustrates this steering, using dashed vectors for the "unsteered" (A§=D)

P

case and solid vectors for the steered case,

A A
\ <
) / '
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The illustration is for the steering angle 65 to be approximately at
the first null of the normal or "unsteered"” pattern., One might consider
this as a "first" beam position to the right, for example, although obviously
finer increments of A§ permit much finer repositioning of the maximum
(main bear), The vector addition equation is ,
Fre g Gacind i gt

and, as evident, the condition for a vector maximum at 6, is

Al =-ar ;’71\ Al‘/wes

or the excitation phase tobbe afpf;liéd to the m™ element (numbered —g-, to*-z
is mAi__:?Tn_ﬂ%%e -Gsroo\elN
where both phase and position in the aperture are with resect to the center
element in this indexing or to the center of the array (should there not be
a center element) in general,

Incidentally, the form of the é‘t equation is clearly that of a , Af
Fourier Transform of a complex function. The complex function is Em s" 2(

"

\2
the "illumination function" at the aperture, and the Fourier operator ﬁ“

-JZTF_;‘@M.G)

is in this case e where M is the integration variable t,

and ( Me) the transform varible:

o _ Ft
UE)= [ ue) e At
- -—0‘7” - aw _Ai(u:.«'e)m

etz ;g\m o

We note that 'dﬂ is a frequency (spatial "frequency") scale factor, i.e,
the transform (pattern) is compressed or expanded in frequency (spatial
angle) in proportion’ to aperture dimension (spacing of elements for a
given number of them), The path length-induced phase differences from

a staight line of radiators result in the pattern being 2 Fourier (1inear

trigonometric) Transform of the illumination function across the array,
. [ - o
ISR o0 T oy 75 AS (M Lrdv & g A
YT AR B® /A it A e A
=l0= s




Then the object of a phased array is to control the excitation phase of
the elements in a fixed set of elements ( the fixed array) in order to
position at will and inertialessly the position of the pattern maximum
(the "main beam"),

There exist many ways to do this (lenses, frequency sensitive serpen-
tines, phase shifters) as revealed in the survey section to follow, but
it serves the purpose here to continue as though a sort of phase shifter
were being used at each element,

Observe that in a long array, the accumulation mA § can become
greater than 360° for even modest steering angles, yet phase shifters
are commonly built to provide only 360° of phase shift., The adequacy of
this can be illustrated in this vector

diagram for " 6:" several beamwidths

off normal" (distorted a bit for
clarity), We wish to compensate, by phase control in the excitation of
the elements, for the path length induced phase differences of the diagranm,
Yet it seems foolish to compensate for, say, the seventh vector relative
to the presumed reference (number one) by changing its phase I plus the
srall angle shown - rather its contribution could be brought into align-
ment with the reference by the small angle adjustment alone, A graph of
radiated phase across the aperture, then, would reveal this "goning" in

the phase front:

e e i e s
— =
o . e e
7,
reference .
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Drawn more generally, we havei - decided F% _[Y +

é"' f)/”-rt‘-’ //’é;/(/
A v R |
5 4! gr’,_ \ Dir-liwred eored frort
/Y.A‘i. I (Fre;r‘l +£0MES n o ther

271 o (fp,vﬁ e oarterra
/M/L “ler:" & rJ.‘LJ”f">
—+

—
>

tre array apertwre
This econory results, however, in pulse edge transients (or in spectral
filtering, if you like) because the entire front is not formed until after
several cycles of the rf pulse (or because the missing nd™ phase delay
is preciéely that value only for the center frequency and not exact for
each modulation sideband of the pulsed transmission).

Another familiar matter is “quantization" in element phase control, a
component economy matter again, If phase shifters provide, say, only eight
choices of phase between 0 and 2% (are "3 bit" phase shifters) the desired
vector alignment at any chosen 95 is not achieved precisely. This does
not mean tﬁat the beam cannot be positioned in extremely small steps in &, J

It simply says that for some ¥ in & , the alignment will be an approx-

3 @ |

L 1§

« Al : g*t j ,n4;m4l'lt
~ /" E1s POU)fr
Sof . 3—b(+ g

I de\f&; ' quom%za“'{m f‘;‘:;

Seen is that the 1na;bility to compensate at @ exactly for path length
induced phase differences (shown alone in the dashed diagram on the left
above) has resulted in a loss in the total fielc Et y & loss in antenna
gain that is referred to as "quantization loss", In large phased arrays
quantization of 3, 4 or 5 bits is not uncommon, with gain losses (averaged
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over the scan volume) of half a db and less,

We have been treating so far the radiating elements as though they
themselves have no pattern but rather as though they rediate in all dire-
ections equally, are "idealized point sources", Actual radiators have
themselves a pattern (the "element pattern") F% (G%) which scales the
amplitudes of the vectors as a function of field point angle) E;r )
relative to their own individual orientations, In a line array, all
elements are oriented identically and this scaling treats all contributions

the same, and can therefore be representéghin the summinéJequation simply

= ) 1, M{A&vg\, =1 R {O;;&)h

£ (e = Ro) T €, IR0 A5 EIN .
Lz 7 ul AL 9,-‘= 3
D'Vaévvuw"“‘r

i’ Mg . 2
B, B (e.6) - Re) - £, (€, %) of onted elemei™

as:i

In other array geometries, the element pattern factor can be a function of
of the element index #. and not so simply superpositioned., Also note that
the total resulting pattern, subject to steering, is, in the ordinary line
array case, the product of the element pattern which remains fixed in space
regardless of the steering applied and the array pattern which, of course,
is steered, From this point on, we will use the subscripts "e" for-element
and "a" for array - our previous vector summations for the idealized "point"
radiators were actually array patterns,

As described before, the array pattern is cyclic, it has grating lobes,
In rough terms this entire pattern moves with the steering of the main
beam, It may well be that as the main beam is steered to the right, say,
a grating lobe which had been at left "endfire" (and well attenuated by
the element pattern; perhaps that of an open ended waveguide with a null

in that direction) now steers into less attenuated regions:
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ani the grating lobe now becomes a detriment, Consequently, if the steering
volume covers large angles and "drags in" a grating lobe in this manner, it
will be necessary to space the elements so that the lobe is farther away in
angle. A rough rule might be that for ©c=%S, the grating lobe should be

¢
no nearer than'e‘= -95' s Just coming in to "real space". That is,

A= omd e T (6450 )

* q

444_i

yet ‘:71.;‘ +AT should be less tha.n 27 to prevent a grating lobe in the

endfire direction, giving 0’ . Ai _ 2_/ o ",Mo_(:g,gg
may £=17 Z5 = 1705 A

or, in other words, in a regularly spaced line array the elements should be

spaced very little more than half a wavelength apart to prevent a grating
lobe from appearing in real space for a reasonable steering angle,

It is also important to realize that any periodic component of the
excitation function across the array (be it due to the discrete sources
themselves or a regular phasing error across the array) forms a “grating"
and transforms into some proportional pattern feature, Therefore, quantize
ation round-off or similar matters (e.g. subarray construction) are often
made aperiodic deliberately, ﬁain lobe gain is not recovered in sﬁch
randomization, but increased peak sidelobes can be avoided,

To this point, it has been assumed that all elements in an array are
excited with equal intensity, We have seen that a “uniform illumination
function" produces a "sine Nx over sine x" pattern. However, in some cases
a modified pattern may be desired - one of considerably lower sidelobes,
While no illuminatibn function affords as much main beam gain for total
power radiated as doeé the uniform function, it will generally be prefer-
rable to give up a little gain and widen the main beam a bit to achieve
low sidelobes, Of course, with non-uniform weighting across the elements,
their vecior diagrams at each field point angle & in the far field can

-14-
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no longer be represented by regular polygons or circle-approximations. To

evaluate a 5{ hted field sun.ma.tion, we must write it out:

(6.,8) = hee) Z E.(e €* i("” “’f)”'
; A§ JLﬁ,ﬁ(“*G ”
= Pe(6> E e’ "

[e(s) 2 Eme
J (ﬂgu;ﬁv —au©s)$

which becomes for large N o ‘2T 2

-Re | Emet T dls

-—

g

or more properly 27'»'/ﬁ (44/, & — M %),4

]

where the variable "s" 1is space
in the line of the array,

We see, then, that the pattern is the Fourier Transform of the complete
complex illumination function,

Many transform pairs are familiar and tabularized in books in antenna
theory, sampling theory or filter theory. As discussed in an excellent

reference (The Theory of Array Antennas, J.L. Allen, Technical Report No. 323,

25 July 1963, MIT Lincoln Laboratory), various geometries of cosine, cosine
squared (on pedestals of various heights), Dolph and Teylor weightings
provide the designer choices of sidelobe levels, mainbeam broadening and
efficiencies (main beam gain relative to that of uniform illumination),
Generally speaking, a phased array permits (requires) a means of
channeling power from the transmitter to the antenna in a determined
controllable manner, permitting illumination functions with fairly high
edge excitation, with even "peaked" edges and inflection points in the
function., To illustrate, a “cosine- '
squared on a pedestal" funétion is shown, [////—\\\\\]

an illumination quite hard to achieve with .

a feedhorn and reflector,

Phased arrays also permit optimization in other ways, Duplexing can

Sy
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often be in the array structure so that uniform 4llumination can be used on
transmit for maximum gain (power on target), yet a very low sidelobe pat-
tern can be used on receive, Furthermore, a'iifference pattern can often be

extracted from the array by introducing an odd-function across the array:

' '.

amplitude 1 - S —F~—
. {f \/
‘-__L___O‘ [e;o

phase combined illum, ftn, pattern

The resulting pattern is useful in precise angle measurement, as in angle
moncpulse operation, Generally, however, the simple 180° phase on half

the array does not produce a good "difference” pattern for an illumination
amplitude function that gives a good "sum" pattern otherwise, Some
amplitude change is desirable, and feed systems have been developed (tandem
feeds, for example, or multiple separately-weighted horn clusters) to
separately weight the elements in combining the signals from them (forming
the beams) on receive,

Planar Arrays

In order to understand the operation of a planar array, it is
necessary to examine a linear array in an enlarged space., The figure
illustrates the domain of the pattern examined up to now, and since no
assumption had been made about orientation dependence of the "point" rad-

lators, we may correctly reason that a figure of revolution results for

the array pattern, The polar
plot in the xy=-plane is the

array pattern as we have

previously presented it,

Steering (control of A }—x)

results in a changing of the angle of this main beam cone., Consider now

-16-



an array oriented on the z-axis: T
Just as before, a cone at some

steering angle '653. is formed

by an appropriate control, Had

Y e

“
QAx

these radiators had a directivity

in the y direction (been %? from an xz ground plane, say), the cone would
appear reinforced in the "forward"
direction, as pictured to the left,
Now, consider that such a g-axis

line array is to be the element in

an x-axis line array of such elements,

producing a steerable element pattern (the cones with the z-axis) that can be

superimposed (as in the earlier equation accounting for an element pattern)

on the x-axis-oriented cones of the array pattern:

o,

]

is shown to the right, Qo ‘Aﬁg cone' of 6 5

'Frsw the y"&x‘d-
and the locus of main

<

beam positions with various
A@; for a fixed A@-x

is shown in the lower

\ a A&, cone afd

From The 3 axs
figure, These two orthogonal
phase gradients A@E ) A Bx d ;
-axvs 18 Tne
\ -
are “he sieering controls X fpormal To Tre

orray
that "beam steering computers" determine and feed to individual phase shifters
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in response to a commanded (%4, &;) steering angle, The entire "array"
pattern (as we've called the first figure of revolution here) is, of course,
scaled by this entire "element" pattern (the orthogonal figure of revolution),
This means that the main regions of sidelobes are along these "crossed cones",

Non-Planar Arrays

The previous development brought us to a planar array steered by
linear phase gradients, Other geometries have been explored; our scope here
is sufficient only to make a few remarks and definitions,

All arrays are tonformal"; that is, they conform to some geometric

surface, The term is particularly siénificant, however, when the surface
is shaped by some other demand entirely (aerodynamics, for example)., Some-
times a section of & right circular cylinder will suffice .as a part of a
fuselage, the streamlined structure of a ship or a missile body, and often
one refers to cyiindrical array work as work in "conformal arrays", In a
circular array (as one "row" of a cylindrical array), one must account for
the element pattern orientation (radial to the circle, so that P¢ (G) is
indeed a function of the summing index n in the vector addition at a field

point) and, of course, no single value of element-to-element phase increment

will now permit the "path length difference" induced phase differences to

be compensated, Often, a "template" of particular phase and amplitude values,
appropriate for perhaps 90° of the circle to form & good pattern with the
main beam along the central radial, is caused by the feed system (a switched
lens system, perhaps) to be moved about the circle, forming the same pattern
exactly at each of fhese "scan positions”, In fact, in the line (planar)
array one incurs a trigonometric ﬁeam distortion (beam broadening off-normal
and a less-significant pattern lopsidedness squeezing the pattern structure
away from array normal) is not seen at all, of course, in tﬁe scanning

(moving the excitation template) of a ecircular array (cylindrical array in

=TR=




the scan plane of the circles),

Other geometries (cones, truncated cones, spheres) have been explored,
The student may ponder these without further benefit of these notes, save
that he remembers that invariably the pattern is formed by viewing the
excited array from a great distance and'adding vectorially at each viewing
angle the contributions made (with attention to path length phase differences
and element pattern gain functions at the angle) by each element, then
repeating that summing at other viewing angles to trace out the whole i
pattern, As a matter of further fact, this process of summing the contribu-

tions of each element with attention to amplitude and phase as seen at the

viewing point applies at any field point no matter what distance from the

domain of the elements = but up close to the array (in its “near field")

the element-to-element path-length-induced phase differences in the summations
are not so nicely (linearly) behaved as when viewed at such a distance that
the paths may be considered parallel (consider the two figures at the bottom

of page 5).

II. How Phased Arrays Are Built

Introduction

The second half of this discourse turns to array techniques, It is
expeditious to use previously prepared material, specifically a feed system
survey done a few years ago, While techniques may have changed in their
state, the illustrative nature remains valid, particularly the categorization
given, It alone is repeated here for ready reference,

Categorization

The chart shows several ways of "getting from the transmitter to
the individual elements of an array" with the proper phasing and 11lumination

to form in the far field the desired beam and pattern. In the context of the

-19-

- vev——y TR TR ”




previous section, "beam steering”™ should be taken to mean the establish-
ment of proper element excitation phasing (mﬁix,mtﬁ&z in planar arrays)
to form a field maximum (main beam) in the desired direction 65§ .

The survey paper further develops these topics, as do many of the
other papers in the book from which it is taken and to which the student

is referred, Oliner and Knittel (editors), Phased Array Antennas, Artech

House, Inc,, Dedham, Mass,

Phased Array Categorization

A, Beam Steering within the power distribution system
A.l1 Fregquency Steering

A.l,1 Single dimension
A,1,2 Frequency-by-frequency

A.2 Multiple Beams

A,2,1 Lenses
A,2,2 Matrices

B, Beam Steering by devices at the elements
B.1 Space Feeding

By1,1 Reflect
B.1,2 Feed through

B.,2 Constrained Feeding

-0
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Phasad Array Feed Sysiems, a Survey

ROBERT T. HILL

Naval Ship Encinesring Cer.ter

Hyattswiile, Maryland

Abstract

The "feed syvstem™ in phased arrays is surprisingly
hard to isolate from the rest of the system. It is rare
that the feed is exclusively a power distribution or col-
lection device. Although this function is primary, feed
development has in this last decade embraced the func-
tions of formation and steering of single and multiple
beams, as well. Then, with the wider availability of
phase shifters for individual elements, feed design has
more recently emphasized the distributive role alone.
Therefore, a categorization along the line of the inclu-
sion and exclusion of beam steering is presented. Ac-
complishments of the 1960's are reviewed, and finally
a discussion of relative merit, problems and design
choices is presented. The survey is, for a variety of
reasons, restricted primarily to radars of a civilian
or military air-surveillance sort in the microwave re-
gion.

Introduction and Scope of Survey

The ""feed system" in phased arrays is surprisingly
hard to isolate from the rest of the radar, much more
so than in more conventional radars typically involving
tower or mast mounted antennas of a feed horn and re-
flector tvpe. These classically involve a clear separa-
tion of transmitter and receiver from the antenna sys-
tem, quite foreign to many of today's phased array sys-
tems. The replacement of the mechanically rotating
antenna struciurc with inertialess beam steering tech-
niques promoted a blending of transmitter and receiver
components into the antenna structure, with the promise
of increased efficiency by the proximity to the antenna
of both the transmitter and receiver r.f. amplifiers.
The elimination of the ""rotating joint" in a feed line
brought a dispersive or modalar potential to the ampli-
fier and array relationship, as in systems involving sub-
array amplification, which further counters a clear
distinction of just what is, in fact, solely the ""feed sys-
tem”. As we shall see in several of the systems dis-
cussed, this blending is not without exception; for parti-
cular applications, phased arrays may still be mounted
on movable structure, and a clearer "'feed system" is
evident.

The opinions or assertions contained herein are those of the

writer and are not to be construed as official or -eflecting
the views of the Navy Department.

1t is, of course, impossible to survey absolute-
ly all phased arrays developed to date. There should
be no gquestion, then, that this paper, largely be-
cause of the author's own background, responsibili-
ties and, hence, contacts in the field, is concerned
primarily with radars of a military or civilian na-
ture wherein aircraft or to a lesser degree orbiting
or re-entering bodies are the targets and which op-~
erate in or near the microwave regioan. Large ar-
rays of other types, as in radio astronomy, and
those operating well outside the microwave region
simply could not be surveyed.

There is sufficient interest in the multiple pur-
pose potential of the phased arrayvs surveyed, such
as the detection of targets and the more accurate
estimation of their position, to warrant attention
to difference pattern characteristics as well as sum.
Monopulse extraction is, therefore, discussed.

Finally, this paper is being prepared for pres-
entation with a number of others in which pariicular
feed systems are discussed. I will attempt to avoid
these particular ones, and dwell instead on others.
I hope to present a "second level" of information in
some of these, data not previously reported, and
the comments of the experimenters themselves re-
garding development difficulties, iteration and the
like that led finally to the "published" data.

We proceed now with discussion of, first, a
categorization of array feed types, and, second,
review of the accomplishments of the last decade,
and some of the recent proposed systems. Then
we will review some of the arguments involved in
design choices.

Categorization

Categorization is valuable because it establishes
a language. Phased array radars are most often
described as being of a particular feed type before
any further description is attempted. This survey

i i 1 S S RO
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coatitmed, however, tha: the lus: two decades have
procuced virtuaily tarlor-made phased arrays with

a resulting variety that nearly defies categorizing. A
leve! or two of classification 1s possible, but further

su‘:\nsﬂ“w ion is very difficult indeed. 1 have chosen
to deeseribe first phased arravs in which the feec system
itself du 1inates in the steering of the beam and second
those in which the feed may play a part in forming the
bear but does not beam steer. The wide-spread ac-
ceptance of discrete phase shifters for use at each ele-
men'! of an array took the field from the former to the
latter type. I find it convenient to discuss the second
tvpe, those feeds which do not beam steer, in two fur-
ther categories, space feeds and constrained feeds.
Figure ] illustrates this categorization with a few sys-
ten:s tamiliar to many named as examples.

BEAM STEERING
INCLUDED

BEAM STEERING
EXCLUDED

FRECUENCY STC WU TPLE BEAWD SPACE FEED CONSTRAINED FEELD

SPS-32,33,.48,52 LENSES REFLECT waR

FREC BY FREC AN SP5-39 RAR (nEC PAR
(LUNEBE =G NTR (MW ESAR (FPS-As
i GE ON ASWS
R-2R RCa ON ASMS
MATRICES FEEDTHROUGH SOLID STATE
FAR ME.GmT DR Saw-o ARPays
BUTLER MATR » MAPCaR
M3E
HYBRIDS

MUGHES ON ASWS
REST
HIPSAF

* Fig. 1 Array Feed Systems (Table).

The categorization could, of course, be inverted -
that is, a first level might have been Space Feed and
Constrained Feed, and Frequency Steering Feeds could
have been embraced under Constrained Feed. But the
major distinction of, essentially, with and without ele-
ment phase shifters better addresses the evolution of
phased array development. It should be noted that in
John Allen's 1962 survey of array radars (I, categori-
zation follows slightly different lines, although the in-
dividual types can be found both in that work and here.
The intent here is to classify feed systems alone, not
total radars as was being done in that work.

Accomplishments of the 1960's

Using this categorization as an outline, we shall
review some of the feeds developed in the last decade,
trusting that, while it is not a complete survey, each
major feed type is represented typically.

Beam Steering Included

Fr?quwng_y_S‘-"wir_ﬂ Gencrzally familiar to ra-
dar engineers is the role of the "serpentine”
guide feed of many phased arrays. These feeds are
generally of a series tapped-line type, illustrated
most simply in Figure 2(a). From the drawing we

wave-

)

TY&

v
neLT |ﬁ ﬁ Z—‘—% I » p' ,-V
V‘O

(o) BASIC SERPENTINE SERIES FEED

DISTRAUT.ON
AND PHASING DEVICE

g ,f« 'f/“
(B) AN ARRAY OF SERPENTINE FEEDS K,;.[“’!
¢/
Si”’
W pT¥ (/ ),-
/;f/VV
see that the taps (the radiating elements) bear a

Fig. 2 Frequency Steering.

phase difference, one to the nex!, that depends on
the number of guide wavelengths, measured in the
feced, between them. This is, of course, determined
by the frequency of the signal. As in any phased ar-
ray, the phase difference between the elements de-
termines the beam direction. The ratio of the path
length in the feed line between the elements to the
distance in space between the elements determines
the spatial sensitivity of the frequency steering.
This factor has been identified in the literature as
the ""wrap-up" factor (2), the bigger the wrap-up
factor the greater the angle scanned for a given
change in frequency. Several radars of significance
use this feed principle. Figure 2(b) schematically
illustrates the approach for the AN/SPS-33, the
Hughes Aircraft built S-band 3-D radar for search
and track, which has beer operational on board the
aircraft carrier Enterprise and the cruiser Long
Beach for a number of years. In that system analog
ferrite phase shifters are used between a parallel
plate distribution device and the serpentine wave-
guides for steering in the direction orthogonal to

the frequency steering. The illustration shows a
hybrid feed at the input, providing a difference pat-
tern port for the phase steering direction. Angle
monopulse is in one plane only; sequential observa-
tions of a target at slightly different frequencies pro-
vide angular interpolation in the frequency steering
direction. The serpentine feeds were made of quite
light weight reduced height waveguide, '"snaked" in
the H-plane, that is using all H-plane bends. Broad-
wall multihole waveguide couplers constituted the
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‘taps’ for the elements. Making the couplers alter-

nately forward and backwurd couplers allowec the open

end of the auxiliary arms themselves to be the radiators,
]

forming a planar array oi open end waveguide elements,
1

a The struc-
ture is extremelyv stroung: the unfortunate explosions a-
board the Enterprise las: year sent debris into the ar-

backed up immediat

v by the serpentines.

ravs, requiring serper:ine replacement, of course, but

causing no interruption of the radar functions at the
time. The steering sensitivity of the feed in the near

normal region is approximately 3 MHz per degree, and

the lines have approximately 3 dB loss.

Figure 3 shows the AN 'SPS-48 radar antenna, in

Fig. 3 AN/SPS-48 Array Feed.

which a single serpentine is used to feed horizontal
straight waveguides with slot radiators. The antenna
rotates in azimuth, frequency steering is used only in
elevation. This Navy radar (and the Marine Corps

counterpart AN/TPS-32) is built by ITT-Gilfillan. Op-

erating in the S-band, it uses a serpentine with all E-
plane bends and has a steering sensitivity comparable

to the AN/SPS-33 and loss in the 1 to 2 dB region. The
taps to feed the horizontal straight waveguides are sim-

ply slot couplers in the narrow wall of the serpentine,

feeding at a right angle the butted horizontal waveguides.

An iris structure in the serpentine opposite the slot
contributes to proper match. With this feed arrange-

FEEDING AND PHASING SYSTEMS » 188

ment, by the way, comes a peculiarity, the ''squint-
ing' of the beum in azimuth as it is {requency
steered in elevation. This results from the end
feeding of the horizontal straight waveguides. The
straight waveguides have, of course, a greatly re-
duced wrap-up factor and very little steering sensi-
tivity; nonetheless, the azimuth shift of the beam is
about one twentieth of the elevation steering (a rough
average over the elevation scan region).

Another E-plane serpentine guide was designed
and produced for an experimental phased array for
the Navy several years ago by the Aero Geo Astro
Corporation. It also used multihole broadwall coup-
lers after every bend, but used only forward coup-
lers and used coaxial cables to connect the coupler
to the radiating element. This serpentine was de-
signed by Dr. Judd Blass, of Terry Microwave at
the time, under subcontract.

An array feed worth mentioning here, but not
shown in the categorization of Figure ], is in the
class of a "low inertia" steering feed. ITT-Gilfil-
lan, with Marine Corps sponsorship, has developed
a phased array which is frequency scanned (by ser-
pentine columns) in elevation and phase scanned in
azimuth by a "Delta a'" scanner and is illustrated
in Figure 4. Essentially a tapped waveguide run in
which the ""a" dimension can be mechanically varied,

Fig.4 A Low lnertia Scanning Feed.

the device is certainly appropriate in cases involv-
ing a regular and uninterrupted scanning program.
The cyclic modulation of the ''a" dimension modu-
lates the guide wavelength, of course, changing the
phase gradient in azimuth (tap to tap) and resulting
in a cyclic and very rapid azimuth scan. The figure
shows the linkage assembly to perform the scan.
The serpentines for this system are constructed as
machined halves of entire serpentines (E-plane' and
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Fig. 5 A Construction of X-band Serpentines.

Frequency stecring has been considered for scan-
ning in both dimensions: Figure 6(a) shows such a
scheme. If the helix has 2 wrap-up factor far in ex-
cess of that of the serpentines, a monotonic change of

RADIATORS

(o) A WAVEGUIDE FEED FOR FREQ.-FREQ. SCANNING

HELIX ENDFIRE

ELEV

HELIX ENDFIRE o

AZIMUTH
NOTES | FRETUENTY VAR'ES MONOTON'CALLY
BUT NOT LINEARLY FOR THE LOCUS OF
BEAM CENTERS SHOWN
2: <t
(b) RASTER SCAN PERFORMED BY THE ABOVE FEED

Fig. 6 Frequency by Frequency Steering.

frequency results in the raster scan pattern shown in
Figure 6(h). The scheme depends upon the helix "cy-
cling through” conditions of one elevation extreme,
through normal, through the other extreme, through
end-fire in that direction (and the opposite end-fire),

back to the first elevation limit and so on as the
frequency is monotonicaliy changed - this cveling
has to occur while the serpentines go through only

a part of one such cycle in the azimuth steering.

In use, the frequencies associated with undesired
and poorly performing scan directions would not be
transmitted (the scan region outside the dotted lines
in Vigure 6(b), for example). In this case the wrap-
up factors must bear such a ratio that the movement
of the beam center in azimuth from point "a" to
point "b'" is less than an azimuth beamwidth to as-
sure continuous solid angle coverage. Waveguide
structure was developed along this line several
vears ago by the Autonetics Divisior of North Am-
erican Rockwell, Anaheim, California; the scheme
is similar to that pursued by Dr. Croncy at the Ad-
miralty Surface Weapons Establishment in England,
as well.

Multiple Beam Feeds. Both two and three dim-
ensional lenses or "analog computer' devices have
been developed for beam switching - these certainly
belong to the category of muliiple beam feeds which
perform beam steering. The Navy's aborted AN/-
SPG-59 radar development used a spherical Lune-
berg lens to transform z point feed into an appro-
priately phased set of signals which, when radiated
from a spherical array, results in an equi-phase
planar front. A two dimensional representation of
such a lens is shown in Figure 7, from the basic
examination given in Skolnik (3. The lens action
demands a change of dielectric constant with rad-
ius from a relative value of unity at the circumfer-
ence to a value of 2 at the center. In the AN/SPG-
59 lens, more than 40 concentric shells were used

Fig. 7 Two Dimensional Representation of a Luneberg Lens.
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An arrayv feed scheme using such a lens is shown

in Figure . The switches permit each feed point on
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Fig. 8 Feed System Using Luneberg Lens.

the lens to be used as both as excitation point and a
collector point. The general possibilities for such a
feed include cabling to amplifiers in the one per ele-
ment manner shown, or connection to include coherent
mixinz 2s well so that final amplification and radiation
might be at a frequency other than the ""phase compu-
tation” frequency of the lens. More switching could be
included to take advantage of the fact that for any one
beam position, less than half of the amplifiers shown
in Figure 8 would be used; for example, the amplifier

shown at the "input'" element in Figure 8 certainly could

be used for the diametrically opposite element. All of
the amplifiers could by switching at both the lens and

the aperture, be shared between diametrically opposite
elements - and the same control that causes excitation
of a particular input could switch amplifiers so that the
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reguired and ‘or for which there i1s no cameirically
opposite element. These consicerations complicate
the illustrative "half of the amplifiers” and "hem-
ispheric” schemes described here.

A lens similar in function to the two dimension-
al Luncberg lens is the so called ""tin hat" or hel-
met device (4), a dome shaped parallel plate struc-
ture wherein the dome provides a path-length vari-
ation to the collector rim ports when one rim port
is excited. This path-length variation has the same
front forming effect as the dielectric gradient in the
Luneberg lens. Figure 9 is a photo of a C-band

Fig.9 A Tin Hat Feed.

cylindrical array in which each waveguide column
is fed by an output port of the tin hat device at the
base of the cylinder. This array was developed by
the Hughes Aircraft Company several years ago.

Another feed of this type, that is of the switched
beam lens type, is the R-2R lens. Convenient for
the feeding of cylindrical or circular arrangements
of elements, the lens makes use of the fact that if
the elements on a circle of 2R radius are fed through

equal line lengths from collector ports on a circle of
R radius excited from one port on its circumference,
a linear wavefront is formed, providing the ports on

hemisphere opposite the feed point is provided with am-
plification. Most radar applications would define regions
on the lens for which excitation as beam inputs is never
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the R circle are spaced at twice the central angle of
those on the 2R circle. The scheme is showrn in Fig-
ure 10, Tt is widely known, the use of it as one of the
circular array alternatives at the Naval Llectronics
ILahoratory Center is one of the more recently reported
C and involves a much more elaborate switch-
ing scheme to achieve both multi-port excitation for

desired weighting and also (160 degree coverage.
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Fig. 10 The R-2R Scheme.

A multiple beam forming and steering feed device
that has been used is the matrix of hybrid networks, or
the Butler matrix.
ten years ago; the Allen survey (1) and Skolnik (3) both
cite several references (6, 7). Figure 1l shows a sim-
ple four beam device, composed of variations of the
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Fig. 11 Four Beam Matrix.

fundamental building block of a quadrature hybrid and a

Such networks were reported nearly

fixed phase shift. The Navy sponsored significant
developmen! of such networks at the Naval Research
Laboratory (3; an L-band svstem forming on re-
ceive eight beams in azimuth and three in elevation
was constructed using eizht element matrices in a
stripline construction, stacked and crossed to form
the pencil beams. Diode controlled switches in a
similar construction were used for beam selection.
A common practice (as in the NRL program) is to
combine the ports of adjacent beams. A cosine ap-
erture weighting then results, rather than uniform,
with the often more desirable pattern characteris-
tics. With this arrangement, monopulse process-
ing of the squinted beam type is possible; that is, a
magic tee would produce a signal proportional to the
amplitude difference of the two inputs. The develop-
ment of such monopulse switches in three-level
stripline was a part of the NRL program. Also in-
cluded was the specification and acquisition of a 64-
element matrix, considered an essential part of any
ultimately useful systen.. Built by Advanced Devel-
opment Laboratories, Inc., Nashua, N.H., this low
power L~band device (1200 to 1320 MHz) was meas-
ured by ADL and rechecked, including pattern meas-
urement from a 64-element line array, by NRL.
These measurements indicated a phase gradient
error of less than 0.2 degrees (with element stan-
dard deviation of 6 or 7 degrees for some beam posi-
tions), insertion loss arcund 2 dB typically, beam
port isolation greater than 40 dB and VSWR general-
1y less than 1.5 to 1. The beam phase centering re-
quirement for monopulse was treated with compensa-
ting fixed phase shift; for at least one beam pair null
depth was still limited to approximately 18 dB.

The NRL developments required great patience
and iteration in the network construction. The per-
formance was quite sensitive to the tightness of
screws holding the stripline plates together, etc.
The construction itself was quite heavy, particularly
so until crossovers in single layer stripline were
developed. A number of concerns have successful-
1y designed and produced crossovers that contribute
to this type of feed and, of course, to many other
stripline assemblies.

The Butler matrix has been used as a part of
more complex array feeds as well, as beam forming
networks combining the outputs of subarrays, for
example.

A feed system that Hughes Aircraft has devel-
oped is the parallel plate radial feed, shown in Fig-
ure 12 as it might be used to feed a line array. Itis
included here in the multiple beam category insofar
as higher order TE modes in the circular waveguide
in the center correspond to greater phase gradients
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Fig. 12 Parallel Plate Radial Feed.

from port to port at the periphery. Hughes in the early
sixties built an S-band radial feed and an appropriate
waveguide feed in the center for establishing seven beams,
the equivalent of an 8-port Butler matrix. It can be seen
that the T)l;, mode in the circular guide results in a
uniform and in-phase excitation at the periphery. The
TE;; mode results in a complete cosine cycle of ampli-
tude weizh:ing around the periphery. Proper phasing
and weighting of the two modes, then, result in an aper-
ture illumination of cosine squared on a pedestal, equi-
phased. With this excitation, phase shifters as shown
could be used for beam steering. On the other hand,

the TE;; mode and higher order TFn jmodes can be ex-
cited in the circular guide feed (with 90—degree phased
and oriented pairs, for instance, to create rotating
fields in the circular guide and spiral TEM fronts in the
parallel plate region, where the pitch of the spiral and,
hence, steering angle of the beam, is determined by the
particular order of the TE mode) to form multiple beams
with no phase shifters.

Hughes engineers report good performance with a
simple rectangular waveguide transformation at the per-
ipheryv as shown in the insert of Figure 12. A version
of the feed that could be used to form monopulse squinted
beams at the feed structure but with which the external
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phase shifters would steer the beams has been pro-
posed by Hughes as an improvement in the AN/SPS-
34 and is under procurement by the Navy.

Similar parallel plate feed devices of the radial
type used for distribution rather than for forming
multiple beams have been reported to me by both
Sylvania and Raytheon. Rayvtheon reports an X-
band air dielectric device with 4-port contradirec-
tional couplers (small stripline inserts) placed along
radii with no wasting at the periphery and claims
about 0.5 dB insertion loss. The 324 couplers are
arranged in concentric hexagons in this particular
experimental device.

The subject of feeds which form multiple beams
cannot be left without mentioning the waveguide beam
forming matrix (forming 11l receive beams), three
of which are used in the AHSR-] Height Finder of
the Federal Aviation Agency and developed by the
Maxson Corporation. Each anternna element of a
vertical line array is connected to a waveguide line
extending behind it. Another waveguide, a ""beam
forming" guide, taps to these element waveguides
with crossed guide couplers. The beam forming
guide in which the taps are equi-distant from the el-
ements forms a beam normal to the array. Other
beam forming guides tap at a variety of "slants"
across the element waveguides, forming beams at
various elevation angles. Skolnik (3) summarizes
this radar, as well, with a diagram, photo and ra-
dar characteristics. A frequent first reaction is to
contemplate why the beam forming waveguide using
the last tap on each element waveguide is not '"cheat-
ed" by all the directional couplers that precede it,
implying that so little energy is left. A coherent
analysis of the entire matrix, of course, discloses
that the energy arriving in a plane front at a parti-
cular angle reinforces in the beam forming guide
"parallel" to the arriving front, with only sidelobe
response in the other beam forming waveguides.

Beam Steering Excluded

Relatively "safe" is the classification of feeds
for arrays of phase shifting elements into "'space"”
feeds and "constrained" feeds. I suggest ''space"
is a term slightly preferable to "optical” insofar as
fields such as fiber or channeled optics attack the
synonomy. Also, I prefer "constrained" as the
general class of feeds that route in a manifold struc-
ture signal from transmitter or receiver to the ar-
ray. "Corporate" I think of as a feeding of elements
"in a body'', i.e. in phase, as an equal line length
tvpe of constrained feeding. Corporate feeds are
(usually) constrained feeds, but all constrained feeds
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are not corporate. Finally, and inevitably, there are
by brids of these that 1 shall describe.

Space Fe The paner by Kahrilas (9 1n the
ue of the Proceecings of the 1FEF on
Electronic Scarnning reviews the well-known HAPDAR
radar, developed at Sperry, Great Neck, for ARPA
and operating at White Sands for the last several years.
This well designed space {eed array involves the feed-
ing of a circular aperture from the rear, a "feed-
through™ epprouach, and, as illustrated in Figure 13,
uses 2:1 and 1:] feedthrough devices in stripline to con-
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Fig. 13 A Representation of HAPDAR.

tribute to the desired illumination function across the
array and vet preserve collection efficiency. This
structure, Kahrilas reports, is called the TACOL for
Thinned Aperture Computed Lens; the referenced arti-
cle provides design and measured data and a number of
photographs of the components. A five-horn cluster is
used to provide independent sum and difference illumin-
ation of the collector surface, and is positioned behind
the lens at a distance equal to the lens diameler, i.e.
F/D-1. The horn cluster-TACOL combination provides
about as much design freedom as has been seen in a
space feed systen.

The SAM-D radar 2lso uses a {feedthrough space
fed array, mounted on a tracked vehicle. In this Ray-
theon development, the array is illuminated by either
one of two transmit feedhorns (each connected to a sep-
arate transmitter for redundancy) or by the receive
horn cluster, depending upon which feed the array is
commanded to focus on. In this case we see, then,
two inferesting features: first, a space duplexing fea-
ture involving the refocusing of the array between trans-

mit and receive functions, and, second, a control
of which of the two transmitier chains will be em-
ploved. The horns are positioned such that the

F/D is unitv, accommodating the stowage of the ar-
rav by folding it onto the top of the vehicle. The
receive horn cluster is a vertical stack of four
multimode horns (10); that is, the elevation palterns
are shaped by the four horns combined in the one
plane, the azimuth patterns use the multimode sum
and difference pattern extraction of each horn in
that plane. Raytheon reports they are at this writ-
ing approximately 75% completed with the Army
Missile Command specified tests on the array, in-
stalled in the MSR test facility at Bedford, Mass.,
since last December. Figure 14 shows an antenna

|

me
mapiri i

Fig. 14 SAM-D Antenna Mock-Up.

mock-up. Another radar to use the space duplexing
feature of feedthrough space feeding is the S-band
Missile Site Radar (MSR) (11), another Raytheon
development and part of the Ballistic Missile De-
fense program.

The use of horn clusters to illuminate feed-
through space fed arrays was examined at some
length at Westinghouse under the investigation of
planar array alternatives late in the Navy's AN/-
SPG-59 program. Clusters of a dozen or more horns
were examined with rather elaborate coupler and
divider assemblies behind the horns to achieve the
desired sum and difference illumination functions.
Among the alternatives proposed by Westinghouse
was a plane-mirror folding of the cone of the feed-
through area behind the array, so that four planar
arrays could be fed, individually, in a rather en-
twined vertical structure, more compatible with the
ship architecture at the time. This is a variant I've
not seen elsewhere. The work on these feeds was
done by Mr. H. Querido , to the best of mv knowledze:
reports are not known to me.
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The other type of space feeding obviously involves
12100 ot the aperiure from the front rather thace
S feeding. While the
hrough approach ofters greater treedom in design-
in2 the feednorn assembly iwithout blocking the aper-

“reflect

ture:. the reflect arrav permits the area immediaiely
behind the array to be used for phase shifter control
and drive assewmblies, structural members, heat re-
moval apparatus and the like. The major disadvantage
is tha! the suspended horn not only has an aperture li-
mitation, bu! positioning and bracing structure must
also be minimized, making it susceptible to inadvertent
defocusing in the field.

As in the feedthrough approzch, we can look to
Rayvtheon for experience with the reflect approach as
well. In the middle sixties, an independent research
and development program there involved various array
sizes leading to a 1300 element reflect array, circularly
polarized. This work led to the X-band reflect array
radar, developed by Raytheon and now operating at the
Naval Weapons Center, Chine Lake, California. Fig-
ure l5(a) shows the arrayv, Figure 15(h) its horn clus-

Fig. 153 Multitrack Radar (MTR)
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ter and monopulse assemblv. NWC personnel (A.J,
Puulsen and others) report thai one of the difficult-
1es encountered in the early operation was the a-
lignment of the feed. The system was carefully
alizred in une 14649, By Sepntember about 6 dB had
been lost in monopulse null depth (an average with
scani. Some failed phase shifters, a fairly local-
ized set, were replaced and a dB or two was re-
covered. Moving the feed was not attempted at that
time, due to the structural difficultv - it is sug-
gested that a better arrangement of adjustable mem-
bers would have been possible in design.

A later development at Ravtheon is in their
RART radar, a reflect array at K, ~band featuring
a polarization agile feed cluster of four horns. Each
horn has a pair of orthozonal exciters, but rather
than route eight waveguides to this assembly, the
horns are sumined and the two difference patterns
formed for each of the two sets of exciters, so
that six wavezuides feed this assembhly. The weight-
ing and phasing of these two sets of three inputs de-
termine the polarization degree of circularity and
sense. The antenna is shown in Figure 16.

Fig. 16 Raytheon RARF Array.

A curious part of Ravtheon's work in reflect ar-
rays is that the use there of row and column phase
control (wherein spherical correction is approxi-
mated by the product of two "crossed cylinder' fac-
tors) is somewhat incompatible with offset feeds.
With the exception of some early FAD work, the
centered feeds have been used. My recent dis-
cussions with Raytheon personnel indicate that if
a different control scheme had been used, they
might have exploited the offset feed to a greater
extent.

At the Naval Research Laboratory, an S-band
reflect array radar (RAR) has been operated for a
number of years following its development by the
Blass Antenna Electronics Company. It has em-
ployved a centered feed horn assembly which was a
vertical stack of two multimode horns; that is, a
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horn pe.r was used to form the elevaton difference
pattern, the multimnde differcnce paticern extraction
was used in azimuth. More recently, a single multi-

mode aperture has been used to form difference pat-
terns in both plances.

Constraned Feeds. The Bendix-built AN/FPS-85
radar (120 at Eglin Field, Florida, is an example of
one kind of constrained or channeled feed svstem, one
in which properly phased signals are generated at HF
to be fed to each element after up-conversion and amp-
lification. I've considered the beam sleering mechan-
ism as not being a part of the feed, although a feed-
like structure (a clever tapped coaxial cable structure
not unlike a set of serpentine lines in principle! was
used in the ESAR predecessor at Bendix, and was pro-
posed in the Navy's SEADAR studies there in the early
1¢60's, to generate at HF the required row and column
phasing. SEADAR was a thorough study, carried well
into component arnd matcrials selcction phases with de-
tailed full-scale mock-ups of several alternatives in the
conversion, distributicn and amplilication region (the
“feed'") behind the array face. Many useful specitica-
tions came from this ambitious program, but finally the
sheer size and weight of the potential system precluded
its further development for shipboard use. This, like
the ESAR and AN/FPS-85, used clusters of simultaneous
beams to search for, acquire and track targets. The
MAR radar, a predecessor of the PAR (11) under devel-
opment by General Electric as a part of the Safeguard
Program, and the PAR itself similarly use constrained
feeds with amplification on either a per-element basis
or a subarray basis, and form clusters of beams from
which monopulse information is extracted. Some of
these systems result in remarksble entanglements of
semi-rigid coaxial cable behind the array face, to a
degree that cannot be appreciated from the inevitably
simplified notional drawings. 1 have found personal ex-
amination of the MAR, the AN/SPG-59, the ESAR and
other cabled feeds most sobering indeed and have ex-
pressed concern that this ""behind the face' area can be
too easily slighted in early design. In more recent work
under Provencher at the Naval Electronics Laboratory
Center in San Dicgo, feed system hardware has received
an impressive amount of early attention. Figure 17
shows this feed arca for a part of a multi-band array,
with both coaxial cable and stripline power dividers evi-
dent. Careful examination reveals the L~band 1:2 div-
ider at the center foreground, the 1:4 S-band divider at
the right feeding further dividers in stripline and the
two levels of C-band division (at right and in the center
stacks® both in stripline. Constrained feeding with co-
axial cables forms a part of many other feed systems,
such as connecting lenses to arrays, etc. Problems en-
countered in Navy work have included the flow of center
conductor support material; in the AN/SPG-59 program,
a spiral type teflon support was found unsatisfactory
even after a holding-finger design at each connector was

tried.

developed and found satisfuctory.

Fig. 177 NELC Three Band Feed.

Another type of constrained feed, and one of
the more altraciive for many applications, is the
waveguide secries feed. The center-fed series feed
with cross-guide couplers at each element was car-
ried into a rather advanced state of development by
the General Electric Company, Syracuse, N.Y.,
under funding by all three services.
illustrated schematically in Figure 18.

Fig. 18 Waveguide Series Feeds.

Finallv, a five-ribbed spline suppori was

This feed is
The G.E.
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erties and all coupler values determined for
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niques, resulting
construction, 8) system trades, wherein illumination

1eht weight and inexpensive
functions were investizated in an attempt to mee!l in one
desizn Lotk sum (as in search. and difference (as in
track) pattern requirements, and %) transient analysis
wherein "response function’, 'instantaneous bandwidth”
or "signal distortion” properties of such a feed were
investigated.

The Navy showed considerable interest in the earl-
ier variation, Figure 15(ai: in the ASMIS program, as
did the Army in the AADS-70 and SAM-D programs.
To the Navy it represented a very controllable (in de-
signi distribution device which could be used in feeding
the rows, say, of a planar array, with a single verti-
cal feed to connect the rows. The form factor, result-
ing in a more slab-like array structure than space feed-
ing would allow, was attractive. The middle 1960's
brought advancement in experimentation that was im-
pressive. In considering it for a multi-function radar
application, the Navy was uncertain as to the specific
illumination function that would be optimum. While the
center feeding with the hybrid allows a delightfully sim-
ple extraction of both sum and an interferometer tvpe
of difference pattern (in addition to the self duplexing
feature through phase shifter control between transmit
and receive), it is demanded that one illumination func-
tion be built into the device, and treated in halves in
difference, as shown in Figure 18(b). This, it was rec-
ognized, was a ''single degree of freedom’ (one illumina-
tion function) in the design of a multiple purpose device.
G. E. and others (15) dealt briefly with this dilemma,
and, just as compromising looked the bleakest, a modi-
fied version offering two degrees of freedom in illumina-
tion function determination was made available. This
author's exposure to it was in association with SAM-D
and ASMS joint proceedings in 1967 and, in that effort
at least, it was referred to as a '"Lopez" feed, credit-
ing A. Lopez of the Wheeler Laboratories with its dev-
elopment. Figure 18(c) shows the basic scheme, and
Figure 18(d) the design freedom afforded. G.E. pro-
ceeded with this refinement of their previous work and
refer to the feed as a ""tandem' feed. It should be noted
that in forming the sum and difference patterns at the
combining network in the center, one need not associate
either row of couplers uniquely with the sum or the dif-
ference pattern, although such combining is a special
case, of course. In general, the two couplers per ele-
ment and the combining or hybrid network assembly in
the center allow individual illumination functions to be
achieved for sum and difference pattern formation. The
truncation of the back row is indicative of the fact that,
in designing desirable sum and difference patterns, the
illumination functions need not differ in the edge region,
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but the central region is vital. A further design
choice, the fixed phase shift betweea coupler rows,
is kandled in the G. E. work by a positioning or
“siunt of one row rclative to the other. A program
of transient analvsis was sporsored by the Navy at
G.E. (contract N00024-6--C=1093; in which it was
desired to synthesize the impulse response function
(irself a function of steering anzle) of a "'tandem
feed through c.w. sampling. A computer simula-
tior of the feed was made, involving c.w. excita-
tion and a recording of amplitude and phase in the
far field for various beam steering angles. This
was spot checked with c. w. operation of an exper-
imental array with good agreement. From these
dztz, a convolution with any input waveform is pos-
sible to determine the distortion in the signal as
might be received at any far field poinrt.

Recent discussions with the Hughes Aircraft
Company, Fullerton, disclose their development of
a tandem feed in light weight reduced height wave-
guide and their development of design procedures.
An S-band 24 element (12 per halt iced has been
built in which no truncation is used in the back row.
The particular design involves the sum pattern being
uniquely determined by the front row. The design
was iterated to balance coupler limitations with ef-
ficiency (waster load loss at the end of the feed) for
a particular desired pair of illumination functions.
In this design, the maximum coupler value is be-
tween 6 and 7 dB, and an efficiency of about 83 per-
cent is achieved (power radiated to power input) for
patterns of about 28 d B maximum sidelehes, sum
and difference. The design process developed at
Hughes by DuFort and Jones and soon to be reported
in the literature, shows this achievement to be very
nearly the upper bound on efficiency for the particu-
lar constraints.

Row feeding with such a waveguide structure
can, of course, be regarded as ‘'subarray’’ feeding,
but certzinly more familiar in the subarray concept
is feeding in rectangular and nearly square subar-
rays, then forming an array by a "brick wall” as-
sembly of these modules. The development of ap—
propriate power dividers has been advanced at RCA,
Moorestown, N.J., and at the Applied Physics Lab-
oratory of the Johns Hopkins University. RCA has
proposed such an array feed for the Multi- Function
Array Radar (MFAR) of the AEGIS weapon system
(formerly the ASMS) and are proceeding with that
development. Both the RCA approach and the APL
work supporting the Navy program are corporate
feeds in a stripline type assembly, and are of the
‘'reactive" type, that is at each junction there is no
load device, as there is in a '"matched'’ corporate
assembly. The 1968 paper by Stark et al (14) des-
cribes a subarray feed assembly of the '"matched"
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type, an assenob ide hybrid devices pro-

viding 124 division., The article poiiis out the sal-

ient advantage of the matched tyvpe as reducing the cf-

fects of reflections wiich might otherwise cause spur-

jous sidelobes. Recont discussions with Ra.theon have

disclosced in-house work on an N-bund corporute feed
in which a resistive filni is uscd with a ""tuning fork"”
power divider in a way that 4-port hybrid performance
is achieved, providing a maiched corporate feed in
stripline.

Figure 19 shows a view of the 1:16 reactive feed
(a) and the subarrav module (Ly with which it is used.
The entire modulc has been pewer tested with hoth
radiate and short circuil conditions at the elements in
the region 25 to 40 kw peak. Incidentally, APL has
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Fig. 19a A Corporate Feed

Fig. 19b A Corporate Feed

develuped a power lesting lechnique in which a racio-
active source is used in proximity to stimulzte free
charges and resultant arcing. Proper control and
statistical interpretation can shorten the time re-
quired for power testing markedly. A recent article
by Robinson of RCA (15 illustrates their network.

Much of the community is involved in the race
to "'solid state arrays''. Proposals generally in-
volve a form of constrained feeding of these ampli-
fiers (or locked oscillators!, although not without ex-
ception. Meads, Harper and Hsiao at NRL have cov-
ered some aspects of feeding (multiple band conver-
sion schemes, etc.) in recent memoranda. Other
work involves very compact printed or stripline stru-
clure at each element, such as the experimental svs-
tem at Ryan in San Dicgo, seen by myself about 2
year ago.

Hybrid Systems. The Hughes proposal in the
recent AEGIS Contract Definition (under the Gen-
era! Dyvnamics, Pomona, team is an example of a
hybrid system and is illustrated in Figure 20. It

TRANSITION
REGION AND
PHASE SHIFTERS

MULTIMODE
HORNS
PARALLEL
PLATE
DIVIDERS
\\gj
ELEVATION

SUM AND DIFFERENCE
BEAM FORMING

Fig. 20 A Hybrid Feed - Hughes on ASMS.

involves a stack of parallel plate TEMN power dividers
each feeding a row of elements in a one-dimensional
space feed manner. Each of these dividers is fed
by a multimode horn, using weighting of the TE,,,
TEqq, TEg3), and TE o modes for independent sum
and difference pattern determination. (Later work,
Hughes reports, has indicated that the TE,, con-
tribution is probably not ¥equired.) The transition
from the parallel plate device to the waveguide
housed phase shifters has been studied at Hughes

by DuFort and reported in the 1968 paper (16).

e ——



A h.brid feed tor an arrayv intended to scun unly

has been des

ichz anzles ped by RCA and is the sulb-
ject of the puper by W. Patton in these proceedings, as
The approach, under an
Air Force program calicd REST, involves illuminating
from. coliector surlace, then
cabliny these siznals through phase shifters to groups
of radiating elements on the arrayv. A notional sketch,

Figure 21, illustrates this hybrid scheme.

well s an earlier report (7,

a point feed a spherica

Subarray feeding has previously been described,
both with rows and also the more conventional rec-
tangular subset of elements forming the subarrays. It
was quickly established that the rectangular sub-

Fig. 21 A Hybrid Feed - RCA REST.

arrays should be stacked with some staggering (as in

a brick wall) to reduce illumination quantization effects.
This started an evolution of subarray feeding as fol-
lows, that leads to our final system surveyed. APL,
and probably others, has studied subarrays, using the
stripline type feed, that are not rectangular but rather
"windmill" shaped so that adjacent subarrays are in-
terlocked, reducing the spatial granularity in the com-
plex illumination function. Next in the evolution, I have
discussed with various concerns the interlacing of
cabled subarrays, wherein a "'subarray'" may have a
central density of elements but a few elements in ex-
treme positions, further smearing aperture quantiza-
tion effects by this interlacing. In each of these steps,
in this evolution, elements are uniquely identified with
a subarray (and, hence, with one amplifier or time de-
lay device, etc.). The next evolutionary step is that of
the HIPSAF system at Hughes a hybrid system wherein
each clement receives a contribution from each constit-
uent "subarray" illumination function. These functions
are space fed to the array and are shown as the beams
in Figure 22, having been formed by an 8 by 8 crossed
Butler matrix assembly. These devices are fed by a

FEEDING AND PHASING SYSTEMS = 208

1:32 stripline corporate ieed. The Butler assembly
has a spherical aperture for focusing at the collector
surface of the feedthrough array, F/D of 0.5 is used,
with a resulting high illumination efficiency - about
0.2 dl loss in the space feeding is claimed. Figure
23 shows the assembly, the crossed Butler is in
waveguide (0.4 dB loss each way is claimed', the
feedthrough array (not shown) uses open waveguide
elements on both surfaces; the time delay mechan-
ism is by cable lengths in the present breadboard.
The entire feed promises very broadband operation,
the Butler assembly providing a feed that exactly
compensates for the migrating focus, with signal
spectral (sideband: constituents, of the feedthrough
array. Certainly a feed system oftering the prov-
erbial "something for everybody'', and a fitting
close to the survey.

RADIATING
ARRAY7
— Y
FEED El
THROUGH
LENS Q

/’7/\
/ ! PICKUP

ARRAY

PHASE
SHIF TERS

<«—FEED ARRAY
+ MULT-BEAM

MATCHED MATRIX
LOADS
<«—TIME DELAYERS
“SUBARRAY
INPUT «—CORPORATE FEED
TERMINALS T

Fig. 22 HIPSAF Diagram.
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Fig. 23 HIPSAF Construction.



Devien Consderctiens.

€ participation in 2 number of the re-
cent cveluzctions of proposed systems has revealed
this fzet kot sebtle design differences of fractions of
a ¢B in loss (cs sj:llover versus insertiion loss: and
the like are certainly involved in selting the course of
exploratory development, but in engineering develop-
ment the more mundzne matters of {erm faclor, ac-
cessibility and cost gui ckly domirnate. 1 don't find
this inaprrepriate at all: it's simply ironic to devete
orc's altention 1o signal distertion in linc feeds one
minute arnd hail the rigidity the waveguide runs afford
the array the next. A case from the SAM-D/ASMS
joint desizn explorations in 19G7 illustrates. One
contribution involved 2 feedthrough array at C-band
for the SANM-D use: bul to meel the Navy requirenient
for S-Dband operction and the Navy's greater need {or
over-prescure, the pervipherzl mounting of the larger
arrvay singlv would not suffice, and a waveguide con-
straived food siructure was of‘ered instead. Other
form facier g re are inporiant, particularly those

s ]
that bear on mzintzinability. of feed struc-

The choice
ture must be jointly considered with phase shifter drive
and control circuitry location, drive cabling, air flow
for heat removal and the like.

I have previously mentioned ""matched" and "'reac-
tive'' feed types in the context of the constrained power
dividers, and implied a concern with the energy reflec-
ted within the feed or at the elements. Reflections can

.cause VSWR sidelobes, secondary beams or a general
pattern degradation if not absorbed in many types of
systems, not oaly in the corporate feeds. In reflect
space feecing, the eifect cf the image of the feed horn,
in the plane surface of the array face has been observed
by pattern mcasurements. It has come to my atlention
qhat in the HAPDAR a sliglt ripple on the signal due to
reflective paths within the chamber behind this feed-
through space fed array can be observed, although no
patiern effects are evident. I recall attention in the de-
sign of serpentinec feeds with reactive taps to slightly
staggering the tap points, accepting slight Joss in gain
and other effects, to avoid the broadside resonance
phenomenon in which reflective contributions from each
tap add in phese at the input for regularly spaced taps,
giving high VSWR and sudden gain lcss.

“ilie space feed versus constrained feed argument
concerning loss deserves comment. The reflect ap-
proach does limit horn cluster design and taper, so
that perhzps it remains least efficient with a 2 or 3 dB
loss (spillover and face reflections), whereas the feed-
through approach provides considerably more opportun-
ity to shape the illuminztion for edge efficiency, 1.0 dB
is possible. Most constrained feeds must run close to
1.0 dB ip loss. The radiai parallel plate devices per-

haps oficr the greziest efficiercy, with totel inser-
tion Joss (taps includers of s little as Lelf a GE.
excluding «dmitted)y any necessary czhling to the
gperturc.

>f course, the feed is one part of a2 signal filter
and hence its contribution to distorticn, its frans-
fer or trencient characteristics, are of interest.
Thesc topics are explored in early M.I. T. reports
(18) and more recently by Adams (19} and Kincey who
with Horvah, is contributing applicable maierizl
in these proceedings. Attention was given to fecd
and component transient characteristics by Ross
{20y at Sperry, as well. For most applications of
my association, signal bandwidths required do not
rival the bandwicdths of candidate array feecs for
most reasonable criteria for band limits. However,
just as need for more range resolution took us a-
way from freguency sicering feeds, demarnd for
even greater information content (bandwicdth: in a
single sample will coniinue to drive us toward
time Gelay or frequency insensitive arra) geomet-
ries and feed syvstems.

References

1. Allen, J.L.: Array Radars - A Survey of Their
Potential and Their Limitations, The Microwave
Journal, May 1962.

2. Allen, J.L.: The Theory of Array Antennas,
Lincoln Laboratory Technical Report No. 323,
July 25, 1963.

3. Skolnik, M.I.: Introcuction to Radar Systems,
McGraw-Hill, New York, 1962.

4. Johrson, R.C.: The Geodesic Lunelerg Lers,
The Microwave Journal, August 1262.

5. Boyns, J.E.: Circular-Array Radar Antenna,
NELC Report 1535, February 2, )S68S.

6. Butler, J. and Lowe, R.: Beam Forming lat-
rix Simplifies Design of Electronically Scanned
Antennzs, Electronic Design, Vol. 9, April 12,
1961,

7. Shelton, J.P. and Kelleher, K.S.: Alultiple
Beams {rom Linear Arrays, IRE Transactions,
Vol. AP-9, March J961.

8. Harper, W.H.: A Matrix-Steered Radar Concept
Final Report, NRL Report 6663, April 4, 1969.




L
P&‘//U’({L ' ,\/V7cl‘f nes» ’9]1/ A, 0,,4075
g ?Y L(J /./v5ﬁ‘
ol
; e K
R " ;Lsfb o« ol 1
Wy buwd ‘(ﬁ' N g n L il

§ Tv ﬂmrxf)f/ Ay Zp =T V7o R D &
S jc W | = (ﬁf CW S e 97——7>

Al L g ot/ Tley & & Phbar G 1A Ser T ey

N TYEleAe AN ot ,
=L

e [T
b
s /0 —~ 99/\
f 7 D

g P e SRV /@ 10y

F'e’(/ﬁ)bw 1oty e A

= amuef s by B T

Lot 1T BT T A ICHE PGP G T,
/2—- Y /07‘ g L 0/})\
&

>

T Cljzstiam pin ____‘D____ 4-/0 ——2’_ 3 ) e
o, A\ A < /o coZo AMAK)n




SR EU/5r 7740 U] &g S ric,,

- >- / - )
o . LS g e
- AR = /Y
— X
. D ZLEQZL'J
2 J(prm«/,«, ";i o S ¥ ResvomoFT 2 v PhHSS

“"SESSION 1X

__ SYNTHETIC APERTURE RADAR  ( S.4v 0%, )

REMOTE SENSING WITH RADAR

MOVIE OF FPS-85 RADAR

MERRILL I. SKOLNIK

—/~ ) gATI®Y S

y N ot
s, < \\\ﬁ;’ el — N VN o U Sl VT .
g e o
“ L i 2 e ST ElEat Chdngy
Y 7 - 2. W/‘)y’ﬁ
? 4 —
= | = , BT R+ Br A
v P )2 oy &5

S SKTS  LeiT TO /T A S22

2 4 Ls \:(/2——*%)
o

, e
/27’4' _L._z.l = B L—-z_y .

YA
/: LS =,/ )2)\



SHyE-.

s g T L 1 TATIEY ) o B el

p
& ¢

7—0 5)15/\1 0& T,@W O/V/z—v‘\— 77/5‘77“*/"'//4{ N
{ //,s \,_; 9r } 5- --—-——p
/1/ ;"i\\“\m\u ;,
p‘ré."& " =

/ pocVSEw e 227 aelad [
‘/74471640%»»/7 or A ST,

pL BT TEAH Rt R A VE TC
M)j D ) 7757 Zov/avT Jy Cnm g T _

POLSTE S Pyt AOIUST PN )TS .
JHT I ;72%—2(*%) kv AT D 'S)'; 7;

SipRvenas AmE  PHTTIEFE




PRl

Digital ve Optical Relative Merits

DIGITAL

OPTICAL

Size
Prototypes curiently larae, but
patent ally “dyat’e usina LS!

techniQues

Speed

Real-time rates posshie
(RS S

Flexibility
Potertia’ multimode canabiiities
via proararmmable approacnes

Experience

Few. “operationa' " processars, but

heaguvier reccgich experiencs in

recont vea-s

Calibration
Noatyra' pror

s catibration

Dynamic Range

\Wordienat, and therefore dollar,

hevted. Output 1mage is aisn dhs:
play himited

Signal and Image Storage
Current computer-compatibie
tapes and even Bioh-density tapes

very bulky LAaras processnr mem -

ones require:d

Motion Compensation
Aultiprirt techniques avaiiabie

o "
N r i «%j
Focusing
Manual focusina impractica!

Autofocus
Groat flew bty and possibie use
o phase infnrmation

Sidelobe Contral
Straiahfarng d sianal-dat
velahting techninues

Current versions aise large, and
“fiyable” systems ynitkely due to
mechiamica! stability requirements

Real-time rates possible with ap-
propriate 1/0 transducers.

Fiexibility only within generic
type le.g, broadside imaging!.

Mos: processing to date done
optica'ly

Anrgzlng processor difficult to
calibrate

Quthut limited by display mediz
unless direct viewing is used

Film very efficient 2-D data
storaae and serves as processn:
memnry as well

Multipoint techniques difficuit
for processor-based corrections.

Manual focus fast and simpie.

Techniaues must be simple, are
relatieely fixed, and must be
based on intensity measurements
only

Aperture weightina feasible, but
difficult to implement without
phase or SNR perturbations

From D.A. Ausherman: Digital versus Optical Techniques in Synthetic

Aperture Radar (SAR) Data Processing,

Optical Engineering,

vol. 19, No. 2, pp. 157 = 167, March/April 1980.
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APPLICATIONS OF SAR

o MEASUREMENT OF SEA STATE AND WAVE SPECTRUM OF THE SEA (SEASAT)

"o GEOLOGICAL AND MINERAL EXPLORATION (SIR-A)

o AGRICULTURAL MEASUREMENTS (SIR-B)

o OTHER REMOTE SENSING (MAPPING OF WATERSHEDS, FLOODS, ICE, OIL SPILL,
PRECIPITATION, URBAN LAND USE, AND OTHERS)

o MILITARY
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ATTRIBUTES OF SAR OF INTEREST FOR REMOTE SENSING

GOOD RESOLUTION IN CROSS RANGE, OR ALONG TRACK, DIMENSION.
RESOLUTION CELL SIZE INDEPENDENT OF RANGE.

ABILITY TO PRODUCE IMAGES FROM SATELLITE RANGES.

ALL WEATHER.

MAP-LIKE PRESENTATION,

CAN BE UTILIZED WITH MULTIPLE FREQUENCIES, DUAL POLARIZATION,
DIVERSITY,

POTENTIAL ABILITY TO EXTRACT INFORMATION REGARDING ROUGHNESS,
AND DIELECTRIC PROPERTIES.,

REAL-TIME PROCESSING AND DISPLAY,

UNIQUE INFORMATION DUE TO USE OF MICROWAVE WAVELENGTHS,

AND SPATIAL

SYMMETRY,

WELL DEVELOPED TECHNOLOGY. OPERATION POSSIBLE FROM VHF TO MILLIMETER

WAVELENGTHS.
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SIGNIFICANT DIFFERENCES BETWEEN SAR AND OPTICAL IMAGING

. 105 DIFFERENCE IN WAVELENGTH

-- SAR AND OPTICS RESPOND TO DIFFERENT TARGET EFFECTS

o CONTROLLED, COHERENT ILLUMINATION (SAR) VS AMBIENT, INCOHERENT
ILLUMINATION (OPTICS)

-- SAR DESIGNER CAN SPECIFY INCIDENT ANGLE

o SAR RESOLUTION CAN BE INDEPENDENT OF RANGE, AND CAN ACHIEVE GOOD
RESOLUTION AT LONG RANGE

e SAR OPERATES ANY TIME OF DAY OR NIGHT, AND IN ADVERSE WEATHER
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EARTH

- 0 AGRICULTURE/RANGE/FORESTRY,

INCL. SOIL MOISTURE

o LAND USE/MAPPING,
INCL. URBAN

o MINERAL RESOURCES, INCL.
CIVIL ENGINEERING

o WATER RESOURCES, INCL.
FLOODS, CONTINENTAL ICE
AND GLACIERS ;

o LAND & FRESH WATER
ENVIRONMENT & POLLUTION,
INCL. WETLANDS

o LAND/ATMOSPHERE INTERFACE
(PRECIPITATION/DROUGHT)

o EARTHQUAKE PREDICTION
CRUSTAL MOTION

o SOLID TIDES-GRAVITY FIELD,
MAGNETIC FIELD

o POLAR MOTION, EARTH
ROTATION

OCEAN

SURFACE WINDS

WAVE HEIGHT DIRECT
" (SPECTRUM)

STORM SURGES, PILE
UPs

TIDES, COASTAL
WARNINGS

CURRENTS/CIRCULATION

(SEA-SURFACE
TOPOGRAPHY)

MARINE GEOID
SEA-LAND INTERFACE
SEA ICE
SHIPPING/NAVIGATION
COASTAL APPLICATIONS
FISHERIES

OCEAN/COASTAL
POLLUTION

ATMOSPHERE

TECHNOLOGY &
DATA PROCESSING

o SEVERE STORMS

o WEATHER
MODIFICATION

o CLEAN AIR
TURBULENCE
(AIR NAVIGA-
TION)

o INITIAL STAGE
PARAMETER FOR
WEATHER FORE-
CASTING
PRECIPITATION
WATER VAPOR

CLOUD PHYSICS
PARAMETER

SOIL MOISTURE
PARTICULATES
(AEROSOL)

o AIR-SEA INTER-
ACTIONS

0 AIR POLLUTION

o IMAGING
0 SOUNDING
o DATA PROCESSING
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RADARS FOR REMOTE SENSING

Conventignal - Weather, clear air turbulence, birds,

Imaging

‘Precisiaon

‘altimeter - Earth geold, sea state, ice thickﬁess

WF radar

v

astronomy

- ldentifying culture activities, land

use mapping, drainage and soil mappingi
sea spectrum, ice mapping, oil spill |
location, crop census, forestry, !
geology

j
{
i
{
4
¢

Scatterometer- Sea state, ice observation

- Seanstate, sea spectrum, surface Windsj
ionosphereic sounding - ,

SIS n
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L4

STATUS OF REMOTE SENSING TECHNOLOGY

¢ EQUIPMENT AVAILABILITY IS GOOD, PRIMARILY BECAUSE OF NEEDS OF MILITARY.’(
TECHNOLOGY TRANSFER HAS BEEN ADEQUATE AND IS NOT THE PACING ITEM,

o LIMITATION HAS BEEN IN UNDERSTANDING HOW TO EXTRACT USEABLE INFORMATION,
BETTER METHODS ARE REQUIRED FOR INTERPRETATION OF SIGNALS,

o INTEREST IN REMOTE SENSING WILL PROBABLY WANE IF, WITHIN THE NEXT SEVERAL YEARS,
ONE OR MORE MAJOR APPLICATIONS DO NOT SEE WIDESPREAD EMPLOYMENT ON A
SUSTAINING BASIS.,

o EACH SENSOR HAS ITS OWN SPECIAL LIMITATION:

RADIOMETRY - BETTER RESOLUTION .
SAR - IMAGE INTERPRETATION, CROP IDENTIFICATION AND SOIL MOISTURE MEASUREMENT
HE OTH = WAVE SPECTRUM MEASUREMENT

0 IT IS NOW NECESSARY TO DEVELOP MODELS AND THEORY IN CONJUNCTION WITH CONTROLLED
EXPERIMENTS,

@ AT PRESENT, INTEREST IN REMOTE SENSING HAS NEVER BEEN AS HIGH,

—a
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M FROM THE RADAR DESIGNER'S VIEWPOINT

Johnson & D. C, Stoner

Heavy Military Equipment Department
General Electric Company
Court Street Plant, Syracuse, New York 13201

INTRODUC TION

The previous paper by Steve Johnston might
imply that for every possible mode of jamming, an
appropriate counter has been invented and developed.
Therefore, you all mayv be thinking there is little
left to be concerned with, Apparently, all the radar
designer need do is simply add sufficient counter
techniques to satisfy the specified threat and ship
the equipment.

Unfortunately, from the military customer's
point-of-view (or should I say fortunately, from the
continued engineering employment point-of-view),
things are not quite that simple. There are four
hurdles to cross before the Electronic Counter
Counter Measures (ECCDM) technique performance
measured in the laboratory can be realized on an
operating radar:

1. Many ECCM techniques require basic radar
performance beyond that required in the absence of
jamming. Improvement of the receiver stability,
dynamic range, bandwidth rolloff or out-of-channel
characteristics, and achievement of matched multi-
ple receiver channels, for instance, may be neces-
sary. Thus, it is usually necessary to review and
possibly redesign the basic receiver in light of the
ECCM techniques to be employed. In addition, some
techniques make special demands on the transmitter
and antenna,

2. When several ECCM techniques are to be
employed, it may be found that they are incompatible
with each other, so that they cannot be used
simultaneously.

3. The presence of radar clutter of "friendly"
interference may require counter techniques of their
own which can work at cross purposes to the desired
ECCM techniques.

4. One approach to the compatibility problem
is to give the radar operator a jamming monitor and
a set of switches so that he can choose those tech-
niques which best counter the threat of the moment
without using simultaneously incompatible tech-
niques. There is a tendency with this approach,
however, to give the operator so many choices that
he is unable to find the right combination when he
really needs it.

It is the intent of this paper to illustrate the
kind of solution to these problems which has proven
to be practical in the experience of the General
Electric Company, and to show the general kind of

1=

thinking which led to that solution. Due to the re-
strictions of time allotted and security, the answers
to all threats and all design problems cannot be
covered. However, the kind of approach necessary
can be illustrated. 5

DEFINITION OF AN ILLUSTRATIVE CASE

We shall consider a conventional 2-D air search
radar which mechanically scans a fan beam in
azimuth and radiates simple short pulses. The
jamming and interference environment will include:

1., Multiple standoff jammers
2. Both narrow and wideband jamming

3. Continucus Wave (CW) and pulse
interference.

4. Ground clutter
5. Weather clutter and/or chaff

Figure 1 illustrates an ECCM radar configura-
tion we have evolved to meet this type of threat, It
uses frequency domain, time domain, and spatial
domain techniques combined to reduce the effect of
the various kinds of jamming and interference,
either singly or in combination. The techniques
used are individually adaptive to the threat present
to maximize radar performance with very little
operator interaction required. Let us first briefly
summarize its features, then detail them
individually.

1. A frequency agile transmitter is adaptively
programmed to the frequency of least interference.

2. Several auxiliary antennas and receivers
are used to suppress sidelobe interference using
both adaptive cancellation and short interval gating.

3. Ground clutter suppression is provided by
appropriately tailored Moving Target Indicator
(MTI) cancellation.

4, Chaff and weather clutter suppression is
achieved by adaptively weighted cancellation.

5. A "clean" display presentation is provided
by a Constant False Alarm Rate (CFAR) threshold
utilizing split-window normalization.

6. Elimination of a synchronous pulse inter-
ference in the mainlobe is achieved by a pulse-to-
pulse correlator.
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Fig. 1. ECCM Radar Configuration

DESCRIPTION OF ECCM TECHNIQUES

Transmitter

The basic technique applied here is frequency
agility, appropriately programmed. An agility pro-
grammer is required to force a jammer to "spread"
his energy over the entire agile bandwidth of the
radar, thus reducing the effective jamming power,
The agility programmer samples the interference
prior to the next radar transmission (pre-look).

This is done in such a way that the radar is not
forced to change frequencies until the interference
level is sufficient to degrade performance in a
normal channel. The pre-look programmer is also
very useful for the mainlobe jammer case in that
spot jammers become less of a threat. It has been
found that by examining the jammer spectrum and
selecting a "hole" in this spectrum for the next radar
transmission, a significant range improvement is
obtainable. For typical parameters, the feature will
also extend "burnthrough’ ranges.

There are other benefits to be derived from the
operation of this frequency agility over a wide band-
width. If the frequency is varied over a reasonable
percentage of the bandwidth in a systematic manner,
it has the following advantages:

1. If the radar is used in an environment where
a reflecting surface produces interference nulls in
the elevation coverage pattern, the effects of a fre-
quency agility will tend to fill in these nulls, hence
eliminating the problem.

2. Pulse-to-pulse fluctuations of the target re-
turn caused by the frequency changes should increase
the detection probability of the target.

In the "'2gile mode', the pre-look sampling of the
environinent occurs during the radar interpulse
period (cn a pulse-to-pulse basis) prior to each
transmission. The next transmission then takes
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place at the frequency of least interference. In the
MTI mode, thc pre-lock sampling is accomplished
after every fourth pulse to maintain the MTI
processing.

Recciver

The receiver uses dual conversion with a high
dynamic range. Since the bandwidth at the receiver
input will be broadband to accommodate the system
frequency agility, the dual conversion assures that a
jammer cannot transmit two frequencies separated
by the first Intermediate Frequency (IF) and defeat
the agility of the radar by producing a constant sig-
nal at the IF, The high dynamic range is essential
to prevent a jammer of any realistic size from
saturating the receiver and reducing system
sensitivity,

A Sensitivity Time Control (STC) in the receiver
reduces system sensitivity to avoid detections of
birds, ground moving vehicles, etc. It also sup-
presses close-in ground clutter that may otherwise
be acted upon by the sidelobe canceller system. By
placing the STC actuators in front of the sidelobe
cancellers, this problem was eliminated economi-
cally. Other solutions such as "sample-and-hold"
techniques within the sidelobe canceller loop and
directive auxiliary antennas are also viable solu-
tions. One must take care that the former solution
is not degraded in a "swept jamming'' environment,

Since the Coherent Sidelobe Canceller (CSLC)
used in this system represents considerable cost and
capability, it is good strategy to use it only on jam-
mers that are actually perturbing the used frequency
of the radar, This is best accomplished by placing a
filter matched to the radar transmission before each
loop to reject out-of-band jamming. As an illustra-
tion: If a Radio Frequency ("RF'') sidelobe canceller
was used in the system which covered the entire
agile bandwidth of the radar, it may devote all of its
capabilities to the largest jammer in the agile band.
If a smaller jammer is used to cover the trans-
mission frequency, this CSLC arrangement may be
effectively defeated. This, the loops preceded by the
matched filter sees only the in-band jammer and
simplification in the design of the auxiliary antenna
system and the CSLC loops are achieved. To obtain
maximum performance from the CSLC, each receiver
(main and auxiliaries) must also be matched to each
other.

Sidelobe Suppression

The sidelobe suppression system consists of a
coherent sidelobe canceller (CSLC) array (three
loops) to remove barrage, CW and swept jamming
and a compatible sidelobe blanking system to remove
repeater and deception jamming.

The CSLC system is used to counter high-duty
cycle jamming received in the sidelobes of the main
antenna. 1,2 As shown in Figure 2, an auxiliary
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ple the jamming ente:
ing the sidelobes of the main antenna. This sampled
signal is corrected in phase and amplitude to match
that of the main antenna, and subtracted in a can-
celler system. The correlation between the jam-
ming signal in the auxiliary antennas and the output
signal to the summer are measured by the correla-
tion mixer and the narrowbanc filter. This results
in a weighted signal which is fed to the steering
mixer and will amplitude weight and phase shift the
auxiliary antenna signal also entering the steering
mixer. These translated signals leaving the steer-
ing mixer are then subtracted from the main signal
in the summing network. Cancellation thereby sub-
tracts this arrayv beam from the main antenna side-
lobe pattern, forming a narrow null at the jammer
location.

anieénna array 1s usec to sample the jamming enter-

84758

MAIN ANTENNA AUXILIARY ANTENNAS

Ay 7 7 9

Fig. 2. 3-Loop Sidelobe Canceller

In addition to the interaction with a responsive
sidelobe jamming threat, the CSLC must be con-
ficured, constrained and integrated into the radar
system to insure it will perform its function without
perturbing or degrading other system functions.

For example:
® It must not degrade noise figure or sub-

clutter visibility in the normal environment where
clutter may be present.

® It must perform in a multiple threat environ-
ment where Electronic Countermeasures (ECM),
clutter and mutual interference may be present,

® It must be designed to not eliminate desired
target signals.

Because this is a simple pulse system, the
lockup time of the CSLC was made fast enough to
achieve good cancellation without cancelling the
signal,

The sidelobe blanker is used to remove low-duty
cycle repeater of ""spoofer” jammers entering the
sidelobes of the main antenna in either a deceptionor
saturation mode. The blanker utilizes two of the
same auxiliary antenna and receiver systems as the
CSLC to sample the signal, determine through logic
processing the presence of these same signals in
the sidelobes of the main antenna, and gate out the
unwanted signals, as illustrated in Figure 3.

This logic is designed to allow compatible oper-
ation of the sidelobe blanking and the correlation
sidelobe canceller in the presence of combined
jamming.

84759
o MAIN AUXILIARY
ANTENNA ANTENNAS
v 4 i i
CORRELATION
SIDELOBE RECEIVER RECEIVER RECEIVER
CANCELLER
l__‘ ! ;__J
COMPARATOR
v +

BLANKING |

1
GATE LOGIC

v

Fig. 3. Sidelobe Blanker
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Clutter, Chaty uppression
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The MTI system consists of two filters, a fixed-
filter function for siationury clutter with the filier
centered at zero Do and an adaptive-notch filter
function for nonsta ey elutter,
tem: is used to place the zero of the filter at the clut-
ter Doppler response, This is shown in Figure 4.
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Fig. 4. MTI Response

The MTI function used for ground clutter is a
conventional four-pulse MTI filter response with
Pulse Repetition Period (PRP) stagger to remove
the blind speeds. The system stability is adequate
to support the improvement achievable with a four-
pulse canceller. Any significant departure of the
clutter spectrum from zero will result in poorer
performance of the fixed-filter MTI.

To minimize the return from chaff and weather,
the fixed-filter MTI is followed by the four-pulse
adaptive MTI which is illustrated on Figure 5. The
correlation loops placed at each tap output samples
the output of the MTI filter and modifies the tap
weights (phase and amplitude) to maximize the
signal-to-interference ratio (SIR) at the sum output
port. This configuration will maintain its perform-
ance in a continually varying clutter environment on
a pulse-to-pulse basis.

This clutter suppression scheme of a fixed and
variable filter has worked well in a combination of
mixed clutter spectra. The adaptive MTI varies its
response to various clutter spectral shapes including
both chaff and weather.
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The adaptive sys-
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Fig. 5. Adaptive MTI

Adaptive Threshold and Correlator

interference.
normalizer and correlator is shown in Figure 6.

Automatic thresholding for target detection is

provided by a normalizer (a CFAR device) and a
two-pulse correlator [ Pulse Repetition Frequency

(PRF) discriminator ] to reduce nonsynchronous
A functional diagram of the range
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Fig. 6. Adaptive Threshold and Correlator

The range background estimator is probably the
most cost-effective signal processing function one
can implement. The adaptive threshold suppresses
unwanted noise and other residual uniformly-
distributed clutter while obtaining "super clutter
visibility' on targets in the clutter region. This
adaptive threshold is implemented as a range
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r to providle CHAR in a noise environment.
While its primary purpose is CFAR in a receiver
noise background, it also provides CFAR in any re-
asonably homogeneous interfercnce. This device
adjusts a threshoid proportional to the mean back-

ground level in some number of range cells preced-
ing and following the range ce!l under examination,
When the range cell under examination is sufficiently
large with respect to this background (A > B), the
normalizer gives a video output. 1 This output is
then sent to the correlator, as shown in Figure 6.
As stated before, the normalizer provides no sub-
clutter visibility by itself, but it has proven an ex-
cellent adjustable threshold when as much interfer-
ence as possible has been eliminated by the proces-
sor functions prior to its estimation processing. To
prevent "capture’ by a very large signal in a single
range cell, the transfer characteristic preceding
this device is a linear-logarithmic function,

This adaptive thresholding scheme is preferred
over base clipping for an automatic detection system.
With base clipping, if the detection level is set on
the basis of receiver noise, then clutter returnsover
a large dynamic range will change the noise level and
raise the false alarm probability drastically. This
rise in the false alarms has an intolerable effect on
automatic detection systems,

The two-pulse correlator following the normal-
izer serves several purpose. It essentially doubles
the false-alarm rate of the adaptive threshold, thus
decreasing the sensitivity required by the device
alone. .It also removes impulse jamming, even in
the mainlobe, unless this interference has been
synchronized to the radar PRF. The adaptive
threshold and the correlator thus work together to
reduce the false-alarm rate at the output of the radar
system to a tolerable rate.

Other Design Considerations

The preceding portion of the paper has pre-
sented the selection and grouping of compatible
techniques which enhance the sensor sensitivity to
signal power while reducing sensitivity to clutter
and jamming in a multiple threat environment. The
incorporation of:

Frequency processing

Antenna pattern processing

Velocity processing

Time processing

5. Amplitude processing

have all been required to counter the environment.
It was important that these capabilities be "on-

line'" at all times and require minimum operator de-
cisions to function properly. This not only insures
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the proper response to the environment for maxi-
mum detection, but at the same time reduces opera-
tor training reguirements, The operator is no
longer required to recognize the total environment
and adapt the radar lineup to that situation. Conse-
quently, he needs to devote little time to this, The
requirement that these features be self-compatible
is a necessary condition,

In the system design, the compatibility of the
frequency agility with the philosophy of MTI opera-
tion must be addressed. For this system, the
ground rules were to maintain MTI operation at all
times, giving it up only when the jamming becomes
large enough to render it useless. This requires
holding a single carrier frequency for at least four
consecutive pulses, When extreme jamming is
sensed, this requirement is automatically relaxed.
Once the jamming has been effectively countered,
MTI operation will reswne,

It must also be remembered that this was a
simple pulse, long range search radar with the PRP
being compatible with the processing. With the ad-
vent of long duration waveforins, faster response
times, higher PRP's, and more degrees-of-
freedom care must be taken to avoid signal cancella-
tion, distortion, low-level deception jamming and an
increase in noise carryover or throughnoise in the
range sidelobes of large Signal-to-Noise Ratio (SNR)
returns. These will all degrade the performance of
the ECCM processor if not handled properly. Since
this particular design has worked well for this sys-
tem does not mean it is appropriate for all situa-
tions. As always, each system must be examined
in light of its own specification,

A radar ECCM processing lineup has not been
designed to insure immunity from most ECM tactics.
There are several additional tactics that come to
mind which can with high probability defeat this
radar processor. However, these tactics require
that the jammer teams utilize considerable resource
expenditures. This means that our processing per-
forms its function well; that of maximizing the ratio
of cost to defeat the system relative to the system
cost.

QUALITATIVE PERFORMANCE RESULTS

Specific improvement performance cannot be
given due to security restrictions. However, the
following Plan Position Indicator (PPI) photographs
were selected to give an indication of the perform-
ance of individual ECCM fixes and their working
compatibility.

The photographs were taken at the General
Electric facility with targets of opportunity and
externally applied jamming signals. While the
total ECCM processor is on-line in all the photos
(i. e., the MTI is usually removing ground clutter
that is always present) only the major ECCM con-
tributor is described for its performance. The

30-5




before photos are with basic receiver and the after
photos are with the ECCM processor.

CSLC Against Swept CW

Figure 7(a) shows the effect of a narrowband
swept CW jammer radiating 1000 W of Effective
Radiated Power (ERP) without the CSLC connected.
Figure 7(b) shows processed video due to the CSLC
system. The range rings are 50 nmi each.

b. Canceller On

Fig. 7. CSLC Performance with Swept CW
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Sidelobe Blanker Operation

These photos were taken during flight tests at an
operational site with controlled aircraft. The solid
strobe line in the photograph is a result of instru-
mentation being used and would not normally be
present.

Figure 8(a) shows the false target repeater in the
false target mode of operation. The false targetsare

close to maximum range at 11 o'clock. The effec-
tiveness of the sidelobe blanker is seen in Figure -
8(b) where the true targets are visible and the false
targets have been removed.

b. Sidelobe Blanker On

Sidelobe Blanker Performance with
False Targets

Fig. 8.




Figure ¢ demonstrates the compatibility of the
two sidelobe suppression techniques, Figure 9(a)
cyel

from maximum range into a fixed range with both
sidelobe suppression fixes off. Figure 9(b) has only
with the sidelobe blanker on and demonstrates how it
"breaks down' under this high-duty cycle jamming
to prevent it from shutting down the radar continu-
ously. At these higher duty rates, the CSLC should
turn on and cancel the jamming as shown in Figure
9(c). Note that with only the CSLC on in Figure 9(c),

4 : <L ".7!'_(,_'4 g S "‘L,g_ - ",: e ‘3

there is a continuous ring around the PPI photo at
close range. This is caused by the CSLC lockup
time. (The CS1.C is confinuously locking and unlock-
ing oa this high-duty cycle repeater jammer.) It is
during this time that the radar is still vulnerable to
any low-duty cycle jamming. Figure 9(d) is taken
with the sidelobe blanker and the CSLC both on.
Note that the ring in Figure 9(c) is now gone. The
sidelobe blanker is now blanking any low-duty cycle
jamming during the CSLC lockup time and the CSLC
turns on to cancel the high-duty cycle jamming.
The MTI was off-line during this photo sequence.

s S s WP )

b. Only Sidelobe Blanker On

c. Only CSLC On

Jad ekt A . v e = o

d. Both Blanker and CSLC On

Fig. 9. Combined Sidelobe Blanker and CSLC Performance with High-Duty Cycle Pulse Jammer
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Craff and Weuather Suppressinn

igure 10 shows MTI and adaptive threshold
performance. Figure 10(a) shows the close in
ground clutter profile with no MTI or adaptive
threshold. Figure 10(b) demonstrates the close
in improvement achieved in this ground clutter.
This photo has an elapsed exposure time to show
the traceability of the targets.

TN

Sy

a.

MTI and Adaptive Threshold Off

b. MTI and Adaptive Threshold On

Fig. 10. Ground Clutter Suppression

Performance
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Figure 11 shows the adaptive MTI working
against a chaff drop at 100 nmi. The top photos
show a chaff drop with a test target ring inserted
for test purposes. Both the PPI and A-scope photos
are shown for clarity. The bottom set of photos are
with the adaptive MTI, on-line,

Computibility of Sidelobe Suppression, Clutter
Suppression and Adaptive Threshold Techniques

The three pictures on Figure 12 indicate the
combined performance of the CSLC eliminating bar-
rage jamming, the MTI eliminating ground clutter,
the adaptive MTI eliminating a weather storm and
the adaptive threshold action to maintain a false
alarm rate to the PPI.

Figure 12(a) shows the profile of a weather
storm out to approximately 60 nmi, where the
ground clutter still exists at the site (shown pre-
viously in Figure 10(a)). Figure 12(b) is barrage
noise jamming which is greater than 100, 000 W of
ERP from a standoff jammer at 100 nmi. Figure
12(c) gives an indication of the performance delivered
by this compatible lineup operating to give a clear
target presentation,

Pulse-to-Pulse Correlation

The effect of the correlator is shown in Figure
13. Figure 13(a) shows a PPI display with mutual
interference present, and Figure 13(b) indicates the
results of the correlator action to remove the
interference.

CONC LUSION

The ECCM radar configuration we have de-
scribed has proven to be highly effective in opera-
tional use. It provides reliable performance and
requires little operator intervention to counter a
wide range of ECM and interference threats. It has
extended the basic radar capability to cope with
these threats at a cost which is only a fraction of the
unprotected radar cost. This has been achieved by
selecting a relatively small number of inherently
adaptive and complementary ECCM techniques which
had been individually proven, and carefully inte-
grating them into the complete system. In view of
the currently expected ECM threat and the success
of this counter approach, we believe that it should
be designed into or added to all currently considered
operational military radar systems.

This obviously is not the end of the story. Both
the total ECM threat and the types of radars em-
ployed are gradually but continuously growing.
Consequently, it will be necessary not only to de-
velop and evaluate effective new ECCM techniques,
but also to integrate them into complete operational
radars.
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a. Weather and Ground Clutter

c. Sidelobe and Clutter Suppression Plus
Adaptive Threshold

Fig. 12. Compatibility of Sidelobe Suppression, Clutter Suppression and
Adaptive Threshold
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b. Correlator On

Fig. 13. Correlator Performance - With Mutual Interference
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Table 4.3. CHARACTERISTICS OF THE VARIOUS REGIONS
IN THE IONOSPLERE

Particulars D region E region F1 layer F2 layer
Likely origin |(a) lonization |lonjzation - lonization of O {lonization of O
of NO with |of all gases|with fast decre- [ by UV, X-rays
Lymap-alpha ; by solt X-}ase of recombi-{and probably
radiation rays nation coeffici- | corpuscular
(b) Ionization ent with height | radiation
of all gases
by soft X-
rays
Height, km 60-90 by day;|100-140 180-240 by day; | 230-400
disappears at disappears at
night night
Molecular den- | 10141018 5x 10111013} about 4011 about 1010
sity, per cubic
centimetre
Electron or jon | 100-103 for elec- [ up to 105 to | 2x105-4.5x 105 | max. 2108 by
density, per | trons; 406-108|4.5%105 by day in wister;
cubic centime- | for ions day; fixed max. 2x105 by
tre at  about day in summer,
5% 103 to 104 3x105 at night
at night in winter
Collisions, per|107 at lower| 105 . 104 103-104
second edge
Recombination |10-5-10-7 10-8 4>40-9 8x10-11 by
coefficient, day; 3x10-11
cu. cm per sec at night
h,km
605 : :
' Night Day
500 \
400 - - \
B F2 iayer
332 / ,
Filayer
- N /i 1oy
) E-region J £z Sporadic E
100 = - : =2
| x .
. | Drsion E-region
0 1 l :
o ow o w0 0 0w

Fig. 4.8. Approximate distribution of electron density with height
by day and at night. The arrows show the limits of variations for
the height and electron depsity for the F2 layer
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Over-the-Horizon Radar in the HF Band

JAMIS M. HEADRICK, sevior MEMBER, IEEE, AND MERRILL I. SKOLNIK, FELLOW, IEEE

Intited Paper

Abstrgct=Over-the-horizor (OTH; HF radar using sky-wave
propagation via refraction by the ionosphere is capable of detecting
targets at distances an order of magnitude greater than conventional
microwave radar limited by the line of sigh:. Some of the character-
istics, capabilities, and limitations of OTH radar based on the expe-
rience of the MADRE radar as developed by the Naval Research Lab-
oratory are described. Alsc discussed is the application of OTH
radar to air-traffic contro! and to the remote sensing of sea condi-
tions.

I. INTRODUCTION
R‘\D:\R frequencies are generally synonymous with mi-

crowave frequencies The standard radar band: (Fig

1, established by the Internationa! Telecommunica-
tion~ Union (ITU) extend as low as \'HF, but the lowest fre-
quency band (137-144 MHz) is now used chiefly for experi-
menta! purposes. The next lowest band (216-225 MHz) has
limited operational application, but the vast majority of
radars in the United States operate at UHF or higher.

Radars at the lower frequencies suffer from a crowded
spectrum, limited bandwidth, high ambient noise, and wide
beamwidths. Nevertheless, there have been significant appli-
cations of radar in the HF band' in the past. The earliest
“radars” were at HF and were used to measure the height of
the ionosphere. In the middle 1920's Appelton employed
FM-CW equipment, and Breit and Tuve used pulsed equip-
ment to determine the ionospheric height by what would now
be considered classical radar methods. The first operational
military radar system was also at HF. This was the CH radar
system installed by the British in 1938 for aircraft detection.
These line-of-sight radars, which were crude by modern
standards, were given credit for a major contribution in de-
fending against German bombers during the Battle of Britain
and conclusively demonstrated the worth of radar. They were
built at HF because there was no other alternative available
for a system that had to be installed in 1938. They did the
job well, however. Just prior to World War II, radar {requen-
cies reached up to about 200 MHz, and during the war the
microwave region was exploited successfully.

UHF and microwave radars are used widely in both mili-
tary and civilian applications, and it is unlikely that frequen,
cies outside this relatively large portion of the electromagnetic
(EM) spectrum will be competitive for the majority of current
applications. However, there is a very important property of
the HF region that has always been of interest to the radar
designer, if it could be properly exploited. This property is the
ability of HF radiation to propagate beyond the line of sight
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! Although the HF band is lefined by the ITU to extend from 3 to 30
MHz, definitions are sometimes arbitrary. Here HF is meant to include
those frequencies just above the broadcast band and extending up to 40
MHz or more.
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Fig 1. Frequency spectrum showing the relationship between HF
radar frequencies and conventional! microwave radar bands (letter
designations) as assigned by the ITU for Region II.

Fig. 2. Geometry of sky-wave and ground-wave propagation.

by either ground waves difiracted around the curvature of the
earth or sky waves refracted by the ionosphere (Fig. 2). The
range of a ground-wave HF radar typically might be of the
order of 200400 km, and the coverage of a sky-wave radar
might extend from a minimum of 1000 to perhaps 4000 km or
more. The HF over-the-horizon (OTH) radar can extend the
400-km range typical of a ground-based air-surveillance radar
by an order of magnitude. The area covered increases by
about two orders of magnitude.

The targets of interest to an HF OTH radar are the same
as those of interest to microwave radar and include aircraft,
missiles, and ships. The long wavelengths characteristic of
HF radar also provide a means for gathering information
about the sea and land, as well as aurora and meteors.

Experiments with OTH radar began at the Naval Research
Laboratory early in the 1950's. It was realized that if targets
of interest were to be seen, the extremely large indesired
clutter echo returned from the ground must be suppressed
relative to the target signal. For example, the echo from the
ground might easily be 40-80 dB greater than an aircraft echo,
depending upon antenna’beamwidth and pulsewidth. To in-
crease the target-to-clutter ratio requires high resolution in
range and angle and excellent Doppler-frequency discrimina-
tion as in a moving target indicator (MTI) or pulse Doppler
radar. At HF, sufficient resolution in angle and/or range to
suppress completely the clutter echo is dificult to achieve.
For example, a 1° beamwidth requires an antenna of the order

- of 2 km. Range resolution requires a wide-signal bandwidth,

but it is seldom that the ionosphere can effectively support an
instantaneous bandwidth greater than about 100 kHz, which
corresponds to a range resolution of roughly 1} km. Even with
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Fig 3. A typica! earth backecatter (BS' energy distribution showing
the distribution of the backecattered energy and aleo the frequency at
which this energy has diminished to the level of the noise in the 0 05-

The line structure of the graph is not due to a discrete

modulation frequency since the backscatter signal is continuous with

the frequency, but rather represents the average amplitude measured
ine 0 05-Hz bandwidth filter over 8 2-min period positioned in succes-
sive 0.2-Hz stepe

such range and angular resolution, sea clutter at a distance of
3000 km can be a target as large as perhaps 10* m?. Doppler
processing is thus clearly needed in an OTH radar for most
targets.

In 1956 the Nava! Research Laboratory concluded a de-
finitive set of experiments that showed HF sky-wave radar
could succeed for aircraft detection. First, aircraft targets
were examined line-of-sight and found to give coherent echoes.
The Doppler shift fz from the radar carrier frequency fo is
given by the relation

fo = —— (1)
¢

where V, is the target relative velocity and ¢ is the velocity
of light. For aircraft targets fg was generally a very-well-de-
fined frequency in the slightly above 0- to 50-Hz range. Sec-
ond, one-way sky-wave paths had been measured to be fre-
quency-stable at least for the order of seconds. The conclusive
experiment that indicated OTH detection was feasible for
aircraft targets employed a coherent pulse Doppler radar to
examine the echo from the earth, and showed that the return
from the earth by a sky-wave path was well-confined in spec-
tral content to the very low Doppler frequencies. Fig. 3 taken
from an early Naval Research Laboratory report describing
that’experiment, shows that the amplitude of the earth back-
scatter frequency spectrum is reduced at least 32 dB at a
frequency 2.2 Hz removed from the carrier. In this measure-
ment, the area of earth illuminated by the coherent pulse
Doppler radar was 1100 by 1300 ki, and included both land
and ocean surface. (This is a cell size area about three orders
of magnitude greater than would be used for an OTH radar.)
Data such as these, and measured aircraft radar cross sections,
were uscd to predict that OTH detection with a Doppler radar
was possible. The limits of performance appeared to be con-
trolled by the dynamic range achievable in receivers and in
the signal processors. The Naval Rescarch Laboratory then
embarked on a program to apply Doppler processing to OTH
radar. The heart of the initial development was a cross-corre-
lation signal processor that utilized a magnetic drum as the
storage medium. Under Air Force and Navy sponsorship, a
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high-power transmitter and antenna suitable for testing atr-
craft detection feasibility were added, and in the fall of 1961
aircraft were detected and range tracked over the major por-
tion of their flights across the Atlantic. Continual improve-
ments in signa! processing were made by the use of ferrite-core
memory devices, capacitor-store devices, and digita! pro-
cessing. The signal processor has been the key element in the
success achieved with OTH radar.

In this paper, the basic nature of OTH radar will be re-
viewed with emphasis placed on those properties and charac-
teristics that differ from those found at microwaves. The sky-
wave radar will be considered chiefly, but some brief mention
will also be made of the shorter range OTH radar that utilizes
the ground-wave mode of propagation.

I1. CHARACTER OF HF RaADAR

Some of the characteristics and problems of HF OTH
radar can be identified by an examination of the familiar
radar range equation. A form commonly used in OTH Dop-
pler radar analysis is

PeosG.G N\ 0F, T,
Row' = ——— 2)
(4m)2No(S/N)L,
where
Risax maximum range;
s average power;
G, transmitting antenna gain;
G, receiving antenna gain;
A wavelength;
é target cross section;
F, factor to account for propagation effects;
7 coherent processing time;
No noise power/unit bandwidth;
(S/N) signal-to-noise ratio required for detection;
L, system losses.

The transmitting and receiving antenna gains are shown
separately since in some OTH radars it is convenient to have
separate antennas for these functions. Itis in Fp, No, and T,
that the major differences between sky-wave and microwave
radar lie. The factor F, contains ionospheric path energy loss,
polarization mismatch loss, ionospheric focusing gain or loss,
and losses due to the dynamic nature of the path [1], [2].
N, contains the noise power expected from natural sources [3]
and in addition (and frequently more important) the effects
of other HF band user interference. The processing time T,
[which is equal to the number of hits integrated divided by
the pulse-repetition frequency (PRF)] is included in this form
of the equation to emphasize that this is a Doppler radar that
requires a dwell time of T, seconds if a frequency resolution of
1/T. hertz is to be achieved.

In the design of an OTH radar an adequate signal-to-noise
ratio (SNR) is not the only criterion for detectability. The
signal-to-clutter ratio must also be sufficient. Thus such fac-
tors as the resolution cell size may be more important in an
OTH radar than in conventional radar.

A “typical” OTH radar designed for the detection of air-
craft at ranges out to 4000 km might have an average power
of several hundieds of kilowatts, antenna gains from about
20-30 dB, and operating frequencies from several megahertz
to several tens of megahertz. Antennas must be big to obtain




MADRE OTH rader located at the Chesapeake Bay field site of the
Nave! Research Laboratory The auxiliary rotetable antenns located
above and belind the main planar antenna is used for experiments in
directions not with:n the coverage of the main antenna.

Fig ¢

reasonably sma!l beamwidths An antenna horizontal length
of 300 m might be typical.

The transmitted waveform (signal format) can be CW,
simple pulse, FM-CW, chirped pulse, or other coded wave-
forms [§]. Pulse compression is used for the same reasons as
in microwave radar. Because of the skip zone, the HF OTH
sky-wave radar does not detect targets within about 1000 km
so that problems of minimum range, as might occur with
sophisticated pulse waveforms, do not generally exist.

The Nava! Research Laboratory's MADRE OTH radar is
shown in Fig. 4 This is an experimental radar that first went
into operation in 1961. The antenna is 98 m wide by 43 m
high and consists of twenty corner reflector elements arranged
in two rows of ten elements each. The beam is steered +30°in
azimuth with mechanically actuated line stretchers. Shown
above and behind this fixed main antenna is a rotatable an-
tenna 27 m in width that is used to obtain coverage in direc-
tions other than that of the main antenna. This experimental
radar has been generally operated with average powers from
S to 50 kW

In a microwave redar, the receiver sensitivity is usually
determined by the internal noise generated within the re-
ceiver itself. External noise seldom affects the sensitivity. The
opposite is true at HF. External noise due to atmospherics
(lightning), cosmic noise, man-made noise, and other HF
radiating sources can be significantly greater than internal
receiver noise. The combined effects of interference from the
many other users of the HF band is an especially major con-
tribution to the receiver noise level. Fig. 5 plots a typical
example of external noise In the HF band. The expected
atmospheric and cosmic noise level would be at the bottom of
the graph and is lower than the noise which is often experi-
enced in practice. Note that the actual noise levels can be
quite high and are not uniform across the band. If narrow-
band operation can be tolerated (perhaps a spectralwidth of
5 or 10 kHz) many relatively clear regions can be found in
which to operate. The nonuniformity of the ambient noise
spectrum means that large-bandwidth systems might have to
compete with a higher value of No (noise power per unit band-
width) than might narrow-band systems.

External noise is not the only effect that can limit receiver
sensitivity. As mentioned in the preceding, an OTH radar
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Fig S. Typical spectrum of the noise and interference experienced at
HF aes measured within a 5-kHz bandwidth. The noise due to at-
moepherice and coemic sources is at a leve! of approximately — 140
dBW (140 dB below 1 W . Note the correlation of the level with user
allocations.

illuminates a large portion of the surface of the earth, and the
land or sea echo is generally so large that it dominates the
external noise level and the target echo. Generally, some form
of Doppler signal processing is necessary to extract the desired
moving target from the undesired background clutter. In
principle, Doppler processing in an HF radar is similar to the
MTI or pulse Doppler methods employed in microwave radar
but with important modifications to allow for the specific
characteristics of HF radar. Doppler filter bandwidths from
1 Hz down to 0.05 Hz may be used depending upon the tar-
get's characteristics and the stability of the propagation path.
The addition of noncoherent processing is generally of benefit.

Just as other users of the HF band produce interference
that can limit the sensitivity of HF radar, the HF radar can
cause interference to other users if care is not taken. An ap-
proach to interference minimization is to use narrow-band
waveforms (in the extreme, monochromatic continuous waves)
whose spectral energy can be fitted within channels where no
other user can be detected. The waveform in a radar like
MADRE is a compromise between range resolution, which re-
quires wide bandwidth, and interference elimination, which
requires narrow bandwidth. To properly utilize narrow-band
waveforms to minimize or eliminate interference by occupying
quiet regions of the spectrum, frequency flexibility is neces-
sary.

A narrow spectrum implies a long pulse. Along pulse is
important in achieving the energy required for long-range de-
tection. It is also desirable to shape the transmitted pulse (or
pulse elements in a coded waveform) so as to reduce the spec-
tral energy contained at frequencies far from the carrier. This
precaution is also true for FM-CW, thus making it equivalent
to a very long frequency-modulated pulse. A cosine-squared
pulse shape has been successfully used with MADRE. When
proper precautions are taken, experience has proven that
there are but few complaints of HF radar interference to other
users of the band.

Considering radar cross section, most targets are in the
optical region for microwave radar. In contrast, for HF radar
some targets can be in the resonance region and when cper-
ating at the lowest frequencies, even lie in the Rayleigh region.
The cross section decreases rapidly with decreasing frequency
in the Rayleigh region [4]. Fortunately, for many targets of
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intere-t and for the uwenl' freg e range of vperation, the
cross section seidomm fa'is within ths regice
A skyv-wave OTH radur vtilizes the 1onosphere to refract

The 1ono~phere deter-
duce- an additiona!l

the encrgy back to the carth's surface
mines the range of operation and intsn
patk loss The motions inherert in the ionosphere can limit
the Doppler processing and the accuracy of the angular mea-
surement. It i~ important in a radar of this type that the fre-
quency of operation and the signa! parameters be chosen to
minimize the adverse effects of the ionosphere It is generally
easier to operate a radar to compensate for ionospheric propa-
gation effects than it is with HF communications. In com-
munications, two parties—the transmitter and receiver—
must cooperate in order to have an effective path. In radar,
there i< only one party. Communicators usually operate with
a limited set of frequency allocations. For the radar, it is as-
sumcd that the best frequencies are available, provided they
do not interfere with otherc The nature of the radar clutter
echo can be used to determine the proper mode of operation.
The eficctive use of frequency and signal waveform flexibility
to operatc successfully in spite of the vagaries of the iono-
spheric propagatior path is an advantage of radar, as de-
scribed irn Section 111,

The waveform repetition frequency of an OTH radar is
generally low so a< to avoid range ambiguities. A pulse-repeti-
tion frequency (PRF) of 50 Hz, for example, corresponds to
an unambiguous range of about 3000 km. Because the PRF is
low, Doppler ambiguities can result and a compromise is
generally required between the range and Doppler ambigu-
ities. Typical pulsewidths might vary from tens of micro-
seconds to several milliseconds.

The magnetoionic part of the transmission path rotates
the plahe of polarization so that fading of the echo can occur
if linear polarization is transmitted and received [1], [2].
Polarization fading can be reduced by receiving on two orthog-
onal linear polarizations when a single linear polarization is
transmitted. Circular polarization can eliminate fading due
to polarization rotation; however, it is expensive to achieve in
a practical HF radar antenna. Because of the proximity of the
antenna to the earth (relative to the wavelength), the ground
must always be considered part of the antenna. The ground
effects are generally difierent for horizontal and vertical po-
larization so that an initially circularly polarized wave might
actually be launched as elliptical polarization and the elliptic-
ity will be a function of the vertical radiation angle.

Multipath interference and dynamic irregularities in the
fonospheric propagation path are two other sources of fading.
Multipath effects with sky-wave radar are important and
somce will be identified. First, the previously mentioned polar-
ization rotation can be considered a multipath eflect. This
rotation is due to the birefringement nature of. the refracting
medium (electrons in the presence of the earth’s magnetic
field). An incident linearly polarized wave can be thought of
as decomposing into two circularly polarized components, one
right handed and the other left handed, each traveling by its
own distinct path and path length through the ionosphere,
and upon emergence the combination of the two components
can again give a linearly polarized wave, in general rotated
from the incident wave. Second, waves refracted by an in-
creasing electron density with height will generally have two
paths from the radar to the target, a high ray and a low ray.
The high ray experiences more loss and in analysis is fre-
quently neglected. Third, the structuring of the ionosphere,
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especially in the daytime, into separate height band: of high-
charge gradient providc, for some operating frequencie- and
di<tances, up to four paths between radar and target- Fourth,
for some operating frequencies and target distances both
onc- and two- (or more) refraction paths exist. All of the pre-
ceding sources of multipath can be multiplicative and the
separate paths will either interfere causing fading or give dis-
tinct separate response< depending upon the radar’s resolving
capability in range, Doppler, and elevation radiation angle.

The antenna for an HF OTH radar is probably more de-
manding than for any other radar application. The antenna
should be of high gain, cover an extremely wide-frequency
range, be steerable in elevation, be rapidly steerable over a
wide azimuth, and handlie high power. Such an antenna will
be of large size and require a large ground screen to keep the
elevation launch angles low if vertical polarization is used.
For example, if a vertical monopole element is used over a
ground of poor conductivity and it is desired to put the maxi-
mum of the first lobe at 4° a ground screen extending about
150 wavelengths (3000 m at 15 MHz) in front of the antenna
is required.

The coverage of the radar on the earth’s surface depends
on the ionosphere. A “typical” patch of the ground illuminated
by a single frequency might be 1000 km in the range dimen-
sion. The region from 1000-4000 km might, therefore, require
three different frequencies for proper coverage. On the other
hand, ionospheric conditions might be such that a single fre-
quency could cover this range or perhaps five or six frequencies
might be required. This illustrates the necessity for flexible
radar management that senses the environment and adjusts
the parameters of the radar for optimum operation. This sub-
ject will be treated in Section I11.

If Doppler processing is used, the antenna beam must
dwell on the target area for a time sufficient to achieve the
Doppler resolution required and the degree of clutter attenua-
tion needed. In MADRE, this dwell period might typically
be 10 s.

The wide-area coverage of an OTH radar, the need to
employ more than one frequency to cover the range interval
under surveillance, and the need to dwell a sufficient time for
Doppler processing means that a single-beam radar might
require a relatively long time to scan a large surveillance area.
The scan time can be reduced, if necessary, by the use of
multiple simultaneous transmit and receive beams at the ex-
pense of increased equipment complexity. Another approach
is to transmit with a broad beam and receive with multiple
narrow beams covering the same area as the broad trans-
mitting beam. This allows the more expensive transmitting
antenna to be relatively small. (The transmitting antenna
must be capable of high power so that it generally will be more
costly than a receiving antenna of the same size.) The burden
of providing narrow beams for resolution and accuracy then
rests with the receiving antenna.

A problem confronting HF OTH radar is the clutter from
meteors and aurora. Both phenomena can produce strong
radar echoes that can hinder detection of desired echoes.
Meteor and aurora clutter can be strong enough at times to
enter tue radar via the antenna sidelobes and from ranges
greater than the maximum unambiguous range o that they
are folded-over in range and can appear where targets might
be expected. Again, by proper management of the flexible
radar operation, limitations due to these effects can be mini-
mized or eliminated.
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Fig 6. Two vertica! profiles of reflection height versus probing fre-
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becaus: of the relationship ANe=m Rl where Ne is free electrons per
cubdic meter and e the frequency in heruz

I11. RADAR MANAGEMENT AND THE IONOSPHERE

Sky-wave propagation provides transmission paths from a
station on the earth's surface to any other point on the earth’s
surface and to a large volume above the earth. A high-fre-
quency EM wave launched at some oblique angle to the hori-
gontal will bend away from the vertical as it travels into a
region of increased electron density. The magnitude of this
bending increases with decreasing radio frequency. Thus
achieving a path back to the earth is just a matter of choosing
the correct radio frequency to match the existing electron
density distribution. The electron density distributions are
caused by solar radiation exhibiting diurnal and seasonal
variations. Since solar behavior is not precisely predictable, a
future electron density distribution is not exactly predictable
either. Effective radar operation requires that the electron
density distributions be sensed in real time. Fig. 6 gives an
example of an electron density profile and a vertical sounding
profile, either of which is a common method of describing
ionospheric parameters. This example shows a smooth increase
of electron density with altitude typical of summer nights.
Such a profile can be used to describe the ionosphere at each
location on the carth. Fig. 7 shows a ray path for a frequency
that gives refraction back to the earth. Earth reflections and
successive ionospheric refractions can extend the path to any
distance, including complete encirclement of the world. A
complicating factor is that the vertical (altitude) profile of
electron density may not be a smoothly varying function.
Also electron density vertical profiles vary with time and geo-
graphic location. Fig. 8 is an example of daytime electron
density profile and the virtual height as a function of the
probing frequency. Fig. 9 shows the virtual ray paths associ-
ated with this ionospheric description for several radio fre-
quencies. It can be seen that at some target distances a variety
of paths are available.

Propagation losses are identified by three different pro-
cesses. The firstisin the lower part of the ionosphere (D region)
where collisions of the free electrons (excited by the radio
wave) with neutral particles absorb energy. This is called
nondeviative absorption [1], [2]. The second is in the E region
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described in Fig 6 Tt s frequently convenient to work with virtual
pathe The virtual path length R = (¢A°2: is similar to the concept
of virtua! height Below the ionoaphere the true path and virtus! path

are identical.

l REGIONS OF |
500 DEVIATIVE ABSORPTION '
e~—
o
400 — {
VIRTUAL HEIGHT .
: f
’E‘_}OO- J» F,
¥
200 TRUE HEIGHT
2
100 JE
D, REGION OF
ABSORPTION
) 1 1 1 1 A
o 2 . 6 0 10
1(MH2)

Fig. 8. A daytime vertical profile of the ionosphere is shown. This is a
median profile based upon past soundings made at the particular loca-
tion and time. The lower trace indicates the electron density structure
with height as being other than smooth. The commonly used
designators of height regions (F,, F3, E. and D) are approximately
bracketed and regions of absorption are indicated.

Fig. 9. This set of virtual path traces is based upon the ionospheric de-
scription given in Fig. 8. It would be more precise if each reflection
from the ionosphere had used its own vertical profile. Although ioniza-
tion changes with distance have been ignored, the general picture of
radar range coverage achieved as a function of operating frequency is
shown.

at an altitude a little over 100 km, where thin patches of high-
density ionization m1y exist giving obscuration to the higher
ionosphere. This has been called sporadic-E obscuration. The
third is the region where the true and virtual heights of the
radio wave differ greatly, and this is called deviative absorp-
tion. In addition to these losses, there can be loss due to
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Fig 10 The average performance aalculated for a radar is used to show
the variationa in mignal-to-noise auo SN, vertical radiation angle ¥,
and operating frequency f versus time of day for three seasons but a
single sun spot number. These computations are for a single target
size und runge the runge being about the maximum that can con-
matently be reaclied by onc hop A three-to-one frequency spread
is required with the Jowes: frequency requirement being at winter
night. The worat SNR occurs during the middie of summer day
Requircd radiation angles vary between 3° and 6°. Operation over
an entire solar cycle requires more variation in launch angle and
frequency

polarization mismatch, ground reflection, and focusing or de-
focusing due to irregularities in ionization.

In practice, a system would be designed on the basis of
the available information about the statistical behavior of the
ionosphere. Since the electron density always increases with
altitude’(in the lower portion of the ionosphere), the existence
of an ionospheric path can be considered certain but unpre-
dictable in it~ detailed character. The reliability of per-
formance that can be realized depends upon the antenna
aperture size, radiated power, and the span of frequencies that
can be used. One controlling limit is absorption in the lower
atmosphere during summer days when the ionization extends
to lower heights where the neutral particles are more dense.
The result is increased path loss. A second controlling limit
occurs on winter nights when the electron density is compara-
tively sparse and a low operating frequency is required to
provide a path. Thus the first limit afiects the long-range per-
formance and the second, the short-range performance. Vio-
lent, but relatively infrequent, solar activity may result in
short periods of similar behavior that can sometimes be more
extreme. Fig. 10 shows the predicted performance of a hypo-
thetical radar design.

In short, the sky-wave path can be made reliable if one is
willing to pay the cost.

In addition to the question of path loss in HF sky-wave
propagation, there are other aspects of the OTH radar en-
vironment that can be described as detrimental to radar
operation. These may be classified as follows.

1) A multiplicity of paths from radar to target can exist
causing either fading or multiple responses from a single target
as has been previously discussed. There also may be patches
of electron density in the lower ionosphere that are semi-
transparent causing a ray to be refracted to the ground as well
as permitting rays to be transmitted to a higher layer where
they are likewise refracted back to the ground.

2) The ionosphere is dispersive in that the velocity of
propagation depends on the frequency. Hence there are limits
upon the information bandwidth that may be employed, and

(9%

extremcly short pulse~ will be distorted, piacing a limit on

range re~olution

3) The nature of refraction by the iono~pherc allows a spe-
cific area to be iliuminated by only a limited band of fre-
quencies.

4) The electron-density distribution in the ionesphere is
in a state of continuou~ change so that the nature of the
propagation path is subject to change with time.

S) The propagation space is studdced with unwanted clutter
echoes such a< the earth, auroral ionization, meteor-caused
ionization, and other large scattering areas that compete with
the desired target echoes.

6) The part of the frequency spectrum appropriate for
OTH radar is noisy due to cosmic, solar, and natura! terres-
trial sources, all of which, though not exactly white, extend
smoothly acros< the band. The spectrum of man-made rela-
tions, both from radio transmissions and electrical machinery,
tend- to be colored. It is emphasized that the HF spectrum is
crowded with users :

All of the preceding discussion shows that for successful
HF OTH radar operation it is essential that the environment
be sensed in real time and the radar be optimally matched to
the environment. The operating frequency and the vertical
radiation angle are the parameters available for securing de-
sired illumination power density at a particular point on the
earth. Monitoring of the occupancy of the HF spectrum can
assist in the selection of the precise frequency and the emission
bandwidth to minimize the interference level at the radar and
to avoid interference to other users. The waveform repetition
rate can be adjusted for the best compromise between range
ambiguities, Doppler ambiguities, and obscuration by natural
targets (clutter). It is evident that narrow antenna beam-
widths in both the horizontal and vertical planes can provide
discrimination against natural targets that obscure, and at
the same time minimize interference with other users. Widen-
ing the emission bandwidth to achieve greater range resolution
also can help reduce the echo from distributed natural targets.

All of the preceding serves to emphasize that for effective
sky-wave radar operation it is important to have a real-time
description of the transmission path and the band occupancy,
and that the radar waveform and signal processing must be
matched to the existing conditions. All of the common meth-
ods to determine the best operating conditions that have been
developed for HF communications can be used with radar.
These include vertical soundings of virtual height versus fre-
quency, oblique soundings of virtual range versus frequency
between the radar and fixed points, oblique soundings of back-
scatter amplitude versus frequency, estimates of the effect of
solar activity, and HF band occupancy obtained from a
search receiver. The sky-wave radar has a capability not
available with HF communications that should always be
used and which can provide additional description of the
transmission path. The radar backscatter from the earth at a
particular frequency can be used to infer the character of the
ionosphere for all heights up to the height of maximum ioniza-
tion. Thus normal radar operation has, as a byproduct, the
data from which the transmission path can be described. The
essential requirements for using these data are a knowledge of
the scattering properties of the earth and some method of
correlating virtual ranges with ground ranges, or virtual
ranges with elevation radiation angle. If the earth has identi-
fiable natural localized scatterers such as islands on the sea,
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Fig 11. In Fig. 11(a) Doppler range space is shown in contours of re-

ceived power level in decibel-watts. Such descriptions of the esrth
(sea) echo can be used to determine the radar transmission path
parameters. This analysie has been done and in Fig. 11(b) the re-
ceived power for a 1000-m*® target has been plotted for the several
paths versus both great circle ground range R and virtual range R’.
The paths drawn are: one refraction by sporadic iondzation in the E
region (1S;; one reflraction in the F region (1F); two refractions in the
F region (2F); and the combination of the latter two (1F-2F). The
ranges that permit multiple responses are evident. To indicate per-
formance (either SNR or signal-to-clutter ratio) the nolse or clutter
power level from the appropriate range and Doppler on Fig. 11(a)
must be divided into the aigna! power from Fig. 11(b). Performance
is a decided function of target location in Doppler range space as well
a8 power received from the target.

sea-land boundaries, or mountains or cities on land, these can
be used to determine the correspondence between the virtual
and ground range. If the radar has directive beams that can
be readily steered in elevation, ground ranges can be associ-
ated with virtual ranges and ionospheric heights can be de-
duced. The earth echo provides a signal of sufficient quality to
be used for automatic analysis of the transmission path. Even
if the radar has no elevation angle control and there are no
identifiable ground targets, the earth backscatter can still be
useful in confirming estimates of the transmission path made
by other means. The earth backscatter amplitude as a func-
tion of virtual range may not uniquely define the propagation
path but it can be used to test the correctness of a particular
assessment of the path. If the predicted backscatter distribu-
tion is similar to that observed, it gives confidence that the
assessment is correct. Fig. 11 gives an example of performance
assessment that has been deduced from an operating radar's
earth (sea) echoes [6].

Radar performance depends on the geographical location.
When the refracting part of the ionospheric path is in an
auroral region, path losses and instabilities can be great. Evea
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wher. the propagation path does not traverse the aurora,
unwanted echoes from aurora and other intense sources of
field-aligned ionization can obscure targets by entering the
radar via the antenna sidelobe-.

Furthermore, OTH radar capability abruptly changes
across the transition from one-hop to two-hop coverage.
These transitions are somewhat variable with both time and
location and nominally they are 2000-2200 km via the E re-
gion and 3000-4000 km via the F region. Thus when perfor-
mance out to 4000 km is required, part of the time it must
be achieved by a two-hop path.

IV. CAPABILITIES

A complete and detailed description of the capabilities of
OTH radar cannot be fully discussed in a paper of this scope.
Nevertheless, it is possible to indicate the following nominal
performance characteristics that might be achieved:

1000-4000 km; longer ranges are
possible with multihop propaga-
tion, but with degraded perfor-
mance;
can be 360° in azimuth, if desired;
60°-120° is more typical;
aircraft and ships; also nuclear
explosions, prominent surface fea-
tures (such as mountains, cities,
and islands), sea, aurora, meteors,
and satellites below the iono-
sphere's altitude of maximum
ionization;
could be as low as 2 km, but is
more typically 20-40 km;
relative range accuracy typically 2-4 km for a target loca-
+ tion relative to a known location
observed by the same radar;
10-20 km, assuming good real-
time path assessments are made;
determined by the beamwidth; it
can be less than 1° which corre-
sponds to 50 km at a distance of
3000 km;
beam splitting of 1-10 should be
possible with sufficient SNR;
ionospheric effects might limit the
angle measurement accuracy to
some fraction of a degree;
resolution of targets whose Dop-
pler frequencies differ by 0.1 Hz
or less is generally possible; at a
radar frequency of 20 MHz,
0.1 Hz corresponds to a difference
- in relative velocity of about 1.5
. knots.

range coverage

angle coverage

targets

range resolution

absolute range accuracy

angle resolution

angle accuracy

Doppler resolution

V. APPLICATIONS

The order of magnitude increase in range possible with an
HF OTH radar as compared with conventional radar makes it
attractive for those geographical areas where it is not con-
venient to locate conventional microwave line-of-sight radars.
Radar coverage of the sea is such an example. By way of
fllustration, two applications will be briefly mentioned:

)
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Fig 12 Transatlantic aircraft targets on a Doppler-range display In
thie examnple & clutter filter has beer. used to reject relative velocities
up to about 100 knots and approach and recede targets have been
folded upon cach other so that dwection is not obtained The vertical
smnears are meteor truil formation echoes They persist but a short
time. The aircraft echoes have been identified with flight information
furnishied by the FAA

1) air-traffic control over the sea; and 2) the remote observa-
tion of sea conditions and the accompanying weather. Other
applications are certainly possible.

1) Asr-Trafic Control: An OTH radar with 120° angle
coverage and a range coverage from 10004000 km can survey
an area of almost sixteen million square kilometers. Aircraft
within this area can be detected, located, and tracked by such
a radar.

Fig. 12 show=~ a range-Doppler display of aircraft targets
flying the North Atlantic air corridor between the United
States and the United Kingdom. These data were taken with
the MADRE radar. The azimuth measurement accuracy of this
radar is not sufficient to track in angle, but excellent Doppler
resolution permits targets to be separated in the frequency
domain and measured in range. Fig. 13 is a plot of the ranges
of these targets as measured by the radar (shown by the circle
points) compared with the aircraft tracks (straight lines) ob-
tained from the FAA. The agreement is quite good. Fig. 14
shows a Doppler-range display of aircraft targets made with
the smaller MADRE rotatable antenna (see Fig. 4) looking
West. Note how this radar is able to resolve in the Doppler
domain targets that are unresolved in range alone.

Target height is not obtained with this OTH radar. It is
possible to install HF transponders on each aircraft and relay
back to the radar the height of the aircraft as determined by
the on-board altimeter, as well as the identity of the aircraft.
Limited communications can also be effected by this means.

An example of the possible OTH coverage of the North
Atlantic air lanes is shown in Fig. 15 for two arbitrary radar
sites. .

Thus OTH radar offers a new capability forimproving the
safety and quality of over-ocean air traffic.

2) Remote Sensing of Sea Conditions: The extent of the
Doppler frequency spectrum of the sea or land clutter is much
less than the Doppler shifts expected from aircraft. Hence to
separate aircraft echoes from sea or land echoes, the low-
frequency portion of the spectrum is filtered out and only that
region is passed ‘'n which aircraft or missile targets are ex-
pected. The lower portion of the spectrum that is filtered out,
however, contains significant information about the nature of
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Fig. 13. FAA flight paths compared with radar data for a 1-h period.
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Fig. 14. A Doppler range of aircraft targets to the west of the MADRE
site. Among the targets there is quite a spread in relative velocity.
Notice that multiple targets at the same range are readily resolved
by Doppler discrimination.

the clutter. Fig. 16 shows an example of the spectrum of the
sea echo. Such spectra can be interpreted to give sea roughness
and direction. lonospheric effects, especially multipath, cause
complications. Nevertheless, it has been possible to determine
the direction of the waves, to estimate their magnitude, and to
infer something about the winds that drive the waves. An
example of radar derived wind direction is given in Fig. 17 [7].
Other papers in this issue of PROCEEDINGS treat this subject

(8], [9].
VI. GROUND-WAVE RADAR

Almost all of the preceding has been concerned with an
OTH radar that utilizes the refractive properties of iono-
spheric sky-wave propagation to reach out and detect targets
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Fig. 16. A spectrum of the radar echo from the sea obtained from an
ares about 9.5 by 7.5 km via ground wave. The sea was developed by a
258-knot approaching wind and the operating frequency was 13.4 MHz.
The Doppler fq scale has been normalized so that the major returns
occur at +1. The major returns are the Approach Resonant Wave
ARW 1 and Recede Resonant Wave RRW. The difference in ampli-
tude between ARW 1 and RRW can be used to calculate the sea
(and exciting wind) direction. The amplitude of the other peaks,
ARW 2, ARW 3, ARW 4, and of the continuum between peaks can be
used to indicate sea state (or driving wind speed).

Fig. 17. Radar-derived wind direction has been plotted on a standard
surface weather map in order to effect a comperison. The radar data
are in good agreement with the weather map. The radar data can be
obtained with a high density over the sea area surveyed.
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beyond the horizon. It is alsc possible at HF to propagate
energy around the curvature of the earth by difiraction. This
is commonly called ground-wave propagation. The loss be-
yond the horizon in this ground-wave mode increases expo-
nentially with range. Also the higher the frequency the greater
the loss. A ground-wave radar can detect the same kind of
targets as discussed for the sky-wave radar. Detectiob is
somewhat easier than with sky-wave propagation since iono-
spheric effects are not present as they are with the sky-wave
radar, and clutter returns from aurora can generally be elimi-
nated by time gating Furthermore, at night it may be possiblc
to operate a ground-wave radar at a frequency too high for
sky-wave transmission so that interference from distant
sources that would normally propagate by sky wave is not
present.

A ground-wave radar of a size and frequency comparable
to the sky-wave radar discussed in this paper might have a
range against aircraft targets of perhaps 200-400 km. Thus
its capability is far less than that of the sky-wave radar. De-
tections are generally easier, for the reasons previously cited,
but the ground-wave radar might not prove cost effective for
general use. Unfortunately, the maximum range of ground-
wave radar is considerably less than the minimum range of the
sky-wave radar unless the sky-wave radar can operate at fre-
quencies down to the broadcast band. However, the antenna
dimensions would become large, and many targets of interest
would certainly be in the Rayleigh scattering region where the
cross section would be small. Thus it is impractical for ground-
wave radar to fill in the skip zone of the sky-wave radar.

VII. Discussiox

OTH radar offers a new and exciting means for sensing the
environment and the detection of targets at distances an order
of magnitude greater than conventional microwave radar.
The technology has been developed and the capabilities
demonstrated. The cost of the HF OTH radar might be ex-
pected to be high, but on the basis of cost per square mile of
coverage it is probably comparable to other radar types. Its
chief advantage is that it can cover areas not feasible with
conventional radars.

VIII. No1E

In the United States, significant work on OTH radar using
HF frequencies and both ground-wave and sky-wave propaga-
tion started in the late 1940’s. The organizations engaged in
this early work included the Watson Laboratories of the
Army Air Force, the Lincoln Laboratory of the Massachusetts
Institute of Technology, the National Bureau of Standards,
the Raytheon Company, RCA, and Stanford University. In
the early 1950's, the Naval Research Laboratory started a
program to demonstrate the feasibility of sky-wave radar for
aircraft targets. Later many other groups have significantly
contributed to the advancement of HF OTH technology.
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Millimeter Radar =- Introduction to the Session

Merrill I. Skolnik

Naval Research Laboratory, Washington, D.C. 20375

The millimeter-wave portion of the electro-
magnetic spectruz has been challenging the engineer
anc the physicist for many years. The physicist
has been reaching down (in frequency) using the
techniques of the far infrared and of lasers, and
the engineer has been reaching up using extensions
of microwave techniques. Although these two tech-
nologies have been demonstrated to overlap in the
spectrux (that is, coherent microwave techniques
have been ecrloved in systems at wavelengths as
short as 0.5 ==, and lasers are available at wave-
lengths greater than 1 mn), there has been essen-
tially no operational use of radar at wavelengths
between 8.6 mm (K band) and 10.7 ym (the CO, laser
band). The absence of high-power sources suitable
for radar, sensitive receivers, and low-loss trans-
mission lines has often been blamed for the lack
of system applications. It is certainly true that
there has not been an over-abundance of adequate
components and subsystems in the millimeter wave
region. However, there has been adequate technol-
ogy at longer wavelengths (microwaves) and at
shorter wavelengths (IR and optics) so there is
reason to hope that Nature has not ruled out the
attainment of similar capabilities in the region
of the spectrum in-between. The paper by Dr.
Godlove in this session describing the gyrotron
high-power millimeter wave generator and the com—
panion session on Millimeter Technology give evi-
dence that there are opportunities for advancement
in technology in this part of the spectrum.

A more important reason for the lack of cur-
rent application is the large loss when propagating
through the normal atmcsphere, and the even greater
loss in rain. The normal atmosphere is essentially
"transparent” at wavelengths greater than 1 cm and
less than 10 ym. In-between, where the millimeter
region lies, the losses are significant. The so-
called "window'" at 94 GHz has higher attenuation
than the water vapor absorption line at 22 GHz.

At 1 mm wavelength the loss is 10 dB/km at sea
level, and at shorter wavelengths it is even
greater. The high attenuation of the atmosphere in
the millimeter-wave region will restrict radar
applications to short ranges where extremely wide
bandwidth is required or where high-resolution
measurements in range, angle, or relative velocity
are desired. Millimeter-wave radar will also be a
candidate for radar applications in space, where
there is no attenuation due to the earth's
atmosphere.

The Papers in this session describe potential
applications of millimeter radar within the above
limitations. Short-range millimeter-radar missile-

guidance systems at 35 and 94 GHz are the subject
of Augustus Green's paper on applications to Army
missile systems. George Jones mentions homing and
fuzing applications in his paper on ballistic mis-
sile defense applications. Tresselt and Wu utilize
the high resolution properties of millimeter waves
in a short-range solid-state 36 GEz radar for the
automatic braking of automobiles. An instrumenta-
tion radar at K, band for obtaining target and clut-
ter data is described by J. A. Scheer, J. L. Eaves,
and N. C. Currie. R. B. Dybdsl's paper also is
concerned with target information, with emphasis on
space object identification (SOI) applications.

Some of the millimeter radars described in this
session operate at 35 GHz (Ky; band). Although the
wavelength 4s 8.6 mm, and can qualify as a milli-
wmeter radar, the technology is still basically that
of the microwave region. Such technology cannot be
extrapolated efficiently to the shorter wavelengths.
The justification for working at K, band 1s that it
is the place one might start in crder that one can
cravl before walking. But to qualify as a real
menber of the millimeter-wave fraternity, one ought
to be at shorter wavelengths.

The exploration of the microwave region had its
beginnings in the experiments of Hertz in 1886.
Experimentation with millimeters dates back almost
to the same time. Experiments at 6 mm wavelength
were first reported in 1895. In the early 1920s,
millimeter wave work was reported in the U.S.,
Germany, and Russia, at wavelengths as short as
0.22 um (reported by Nichols and Tear), The power
sources in the early work were some form of spark
generator. The first coherent source at 6 mm wave-
length was from a split-anode magnetron employed by
Cleeton and Williams at the University of Michigan
in 1936. :

Thus millimeter waves have an early history
similar to that of microwaves, but as yet there
has not been that desperately needed application
resulting in a surge of developments that break
down the technological barriers just as many other
technological barriers in the electromagnetic
spectrum were overcome in the past. Until the
millimeter millennium arrives, it is incumbent upon
the microwave engineer and the physicist to con-
tinue to combine their talents and experience for
the basic exploration and understanding of this
interesting and distinctive region of the electro-
magnetic spectrum.
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to ly shows the increased fog penetration of the millimeter waves.
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APPENDIX
MILLIMETER WAVE SURVEILLANCE RADAR = ey

The purpose of this appendix is to illustrate what the parameters
might be of a surveillance radar operating at 94 GHz (3.2 mm) assuming
realistic values for the radar characteristics. The equation governing
this situation is

P G2 kz on Ei(n) exp (-2 o Rm )

4 av ax
o T B e r ) £ (S/N), L
(4 °© 'n ( n" r( )1 s
where

R = maximum radar range, m

max

Py, = transmitter average power, watts

G = antenna gain
A = wavelength, m
c = target cross section, m2 (assumed 1 mz)

n = number of hits integrated
Ej(n)= integration efficiency

exp(-2 @ Rpgx) = reduction in signal due to attenuation
o = attenuation constant of the medium

k T, = & x 10721 vatts /Hz
B, T = bandwidth-time product & 1

f, = pulse repetition frequency, Hz

(S/N); = signal-to-noise ratio required for detection
Ls = system losses.

At a frequency of 94 GHz, power sources with an average power of 200
watts might be available. Since we know a radar at this frequency will be
limited, it is important to use as high an antenna gain as possible. There-
fore, we select an antenna with a beamwidth of 0.1° in both azimuth and el-
evation. The gain is approximately 63 db. Since an elevation beamwidth of
0.1° would give poor coverage, it is assumed that the antenna beam will be
spoiled in the vertical plane to give csc? coverage and that a loss of gain
of 3 db is had. Thus G = 60 db. The antenna diameter would be close to 7 ft.

The number of hits integrated is n = @ £./6 wy where wy = the rpm of the
antenna. Assuming a rotation rate of 5 rpm (12 sec data rate) and f, = 1000
Hz (about 80 nmi maximum unambigious range) m = 0.1 x 1000/6 x 5 = 3.3 hits/
scan. The product n Ej(n) =~ 3.
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The ettenuation factor will be ignored for the present and will be taken
account of later.

The noise figure of a good receiver might be 10 db and 10 db system
losses are assumed. A signal-to-noise ratio of 15 db is also assumed.

Substituting into the range equation gives
4 _ 2x10° x 101 % (3935 240 1'% 3
2 x 100 x4 x 10" x10x 1 x 16° =3 x 10

- 2.5 x 1020
5

R = 1.26 x 10" m = 68 nmi in free space
max

6

Next, consider the neglected attenuation factor. At sea level, the
attenuation rate at 94 GHz is about 0.4 db/km in clear weather. In 4 mm/hr
rain the attenuation is 2.5 db/km. The range is reduced to about 16.5 nmi
in clear weather and about 4.6 nmi in the rain. These figures are quite
low and represent a significant reduction from the 68 nmi free space range.

If 4 such radars were used together as on a '"merry-go-round" or some
such other coordinated fashion, the theoretical improvement in detectability
would be increased by a factor of about 5.5 db. Normally this would increase
.the range by a factor of 1.37, or to a range of 93 nmi if attenuation is ig-
nored. The atmospheric attenuation will reduce so that the range in clear
weather might be about 19 nmi. In rain, the improvement is even smaller so
that the expense of employing four radars in unison is not worth the effort.

Thus the best that might be achieved in a millimeter wave surveillance
radar is perhaps 15 to 20 mmi in clear weather, reduced to about 4 to 5 nmi
in rain.
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RADAR TECHNOLOGY EVENTS 1960 - 1970

1960 1965 - 1970

Phase-frequency array (SPS-33)
Cassecrain antenna
OTH aircratt detection
BMEWS
Single-horn monopulse
Staggered prf MTI
OTH low-altitude aircraft detection
Kalmus clutter filter
Stretch pulse compression
Track-before-detect
Clutter fence
Reflectarray
High-resolution SAR
Inverse scattering
Frequency-diversity glint reduction
Intrusion detection
Coherent sidelobe cancellation
Helicopter-blade radar
Coaxial magnetron
Lens-array
Interclutter visibility (MTI)
Digital MTI
Clurter CFAR (AVT)
OTH ship detection
95 GHz radar
Splash-detection radar
FFT MTI processor
Gemini rendezvous radar
1 m range resolution (APS-116)
Kalman tracking filter
Receiver design for non-Rayleigh clutter
OTH weather/sea-state observation
Scatterometer

RADAR TECHNOLOGY EVENTS 1970 - 1980
A < i s .
\

1970 1975 1980
MT1 transversal filter design
Ship collision avoidance (Digiplot)
Polyfrequency-SAR
Low sidelobe antennas
Practical low-noise front-ends
Minicomputers .
Airborne TWS pulse doppler (AWG-9)
Apollo landing radar
SAW devices :
Overland MTI (E2)
Associative processor :
High-range-resolution monopulse
. Spaceborne radar
Geoid measurement from space ..
Sea state from space .
Long-range pulse doppler (AWACS) 5
Low-angle track
Scan-converter display
SAR - sea ice and oil spill
Microprocessors
Phase-phase array (SPY-1 and Patriot)
Adaptive processing
High-availability radar
Solidstate transmitter (TPS-59)
Balloon-borne radar
Active missile guidance (Harpoon)
Large phased array (Cobra Dane)
Integrated ADT
Airborne phased array (EAR)
Moving Target Detector (MTD)
Artillery locator (TPQ-37)

et acddolol AL
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REVIEW OF CURRENT RADAR INTERESTS
Merrill I. Skolnik
Naval Research Laboratory

Washington, DC

This introduction to the Technical Session on "Radar -
Some Problems of Current Interest,'" will briefly indicate
the major areas of radar application and a few of the prob-

lems that confront modern radar.

Current Applicatibns

Air Traffic Control - There are over 200 long range and

medium range air surveillance radars in use by the FAA in
the United States for the purpose of safely controlling air
traffic. High resolution radar is used for surveillance of
ground traffic at major airports. In addition, microwave
landing systems and the widely used beacon system are based
in large part on radar technology.

Aircraft Navigation - The weather avoidance radar used

on aircraft to outline regions of high precipitation to the
pilot is a classical form of radar. Although they may not
always be thought of as radars, the altimeter (either FM/CW
or pulse) and the doppler navigator are also radars. Some-
times ground mapping radars of moderately high resolution

are used for aircraft navigation purposes.




Ship Novigation - In terms of numbers, this is one of

the larger applications of radar, but in terms of physical
size and cost it is one of the smallest. It is also one of
the most reliable radar systems. Automatic detection and
tracking equipments are commercially available for use with
such radars for the purpose of collision avoidance. Shore-
based radar of moderately high resolution is also used for
the surveillance of harbors as an aid to navigation.

Space - Both the Gemini and the Apollo space vehicles
used radar for rendezvous and docking, and Apollo also uti-
lized it for landing on the moon. Some of the largest
ground-based radars are for the detection and tracking of
satellites.

Remote Sensing - All radars are remote sensors; however,

as this term is now used it implies the sensing of geo-
physical objects, or the "environment." For some time,
radar has been used as a remote sensor of the weather and
the atmosphere. It was also used in the past to probe the
moon and the planets, but this has been displaced by the
successful use of manned and unmanned sﬁacecraft. The
ionospheric sounder, an important adjunct for HF (short
wave) communications, is a radar and was first employed
about fifty years ago. Current interests in remote sensing
with radar deal with Earth resources, which include the
measurement and mapping of sea conditions, water resources,
ice cover, agriculture, forestry conditions, geological

formations, and environmental pollution. The platforms for




such radars include satellites as well as aircraft.

Law Enforcement - In addition to the wide use of CW

radar to measure the speed of automobile traffic, radar has
been employed as a means for the detection of intruders.
Military - By far the biggest user of radar and the one
who has paid for almost all of its development is the mili-
tary. Its traditional role in the military has beeq for
surveillance, navigation and for the control and guidance

of weapons.

Current Problem Areas

Extending the Coverage of Radar - The coverage of

microwave radar is basically limited by the line of sight,
which depends on the height of the radar and the height of
the target. No matter what coverage is obtained with radar;
it is always natural to ask for more. Extending the range
can be accomplished by elevating the radar, use of over-
the-horizon radar in the HF band, or by taking advantage,
when possible, of non-normal propagation conditions such as
ducting.

Relief of the Operator - A man does very well as a

radar operator so long as he is alert and is not confronted
with too high an information rate. To assist the operator
and to prevent saturation, digital computer techniques have
been applied to the automatic detection and fracking of
targets. The success of such techniques is due to the re-

markable achievements in digital computer componentry




during the last twenty years. The computer is also useful
for organizing and executing the control of the radar sys-
ter and in the efficient use of its output.

Extraction of Target Information - The basic measure-

ment of radar is the distance to the target. No other
sensor can provide this as well as can radar. Radar also
determines the angular location of targets and in some
systems it uses the doppler frequency shift to measure
relative velocity or to separate stationary from moving

targets. Radar can obtain other information about targets,

such as their size and shape, and can sort them by type.
Means for extracting target information from the received
siénal is always of interest. A current example where
significant progress has been made is in the remote sensing
of the environment.

Operation in Clutter - Any method that allows a radar

to perform its task in spite of the obstructions imposed by
clutter is always welcome., Clutter includes unwanted
reflections from land, sea, weather, clear air turbulence,
birds, insects, meteors and aurora,

Electromagnetic Compatibility - Radar must be able to

operate properly in spite of interference from other elec-
tromagnetic sources. Likewise, the radar must not inter-
fere with other users of the electromagnetic spectrum.

Equipment Improvements - Better subsystems and com-

ponents are always desirable., A few of the equipment

advances that would be welcome include: better isolation




in Cv radar, efficient linear transmitters, efficient low
duty cycle solid-state RF power devices, wide dynamic range
displays and receivers, wide-band wide-dynamic-range A/D
converters, short-pulse high-power transmitters, and long-
life highly reliable mechanically rotating antennas.

Affordable Phased Arrays - The value of the phased

array antenna to the radar systems engineer is unquestioned.
However, when economic matters are a consideration they are
not usually competitive with other means for accomplishing
the same objectives. The cost of computer software must be
reduced, as well as array hardware costs.

Reasonable System Cost - Although it is a natural human

trait to want to get the most for the least amount of money,
this precept is not always practiced in the procurement of
radar systems. It is easy in a highly sophisticated and
changing technology 1like that of radar to be unknowingly
extravagant. The cost of a radar is not just the dollars
spent on acquiring the system. It also includes the costs
to install, to finally make it work properly, and the cost
of maintaining and operating it over its useful life. 1In
addition to its cost in dollars there is the 'cost" in
weight and space if it is used in a mobile platform such as
an aircraft or ship. There is also the cost of the plat-
form itself if the radar installation makes special demands
and the cost of thé‘site if a land-based appiication. It
is no secret as to how to minimize the total cost of a

radar system. The user of a radar should ask only for what




he really needs rather than what he desires, and he should
make certain that before he pays the bill the radar he has
bought works as specified.

Dependability - A radar should be of long-life, reli-

able, maintenance free (or if not, at least it should be
easy, cheap, and quick to fix), and be simple to operate.
No one will deny the desirability of such things, but it is
surprising how seldom they are taken seriously during

development, when over-runs in money or time occur.

Of all the above the most important, in the writer's
opinion, are the last two. The user of radar must be able
to obtain what he needs at a reasonable price and it should
operate as it is supposed to whenever it is required to do
so. These are not usually thought of as research and
development areas, but they are probably as important as
anything else being conducted in the research laboratories
and in industry, and they might very well become serious
R & D projects.

The above listing has been from the viewpoint of the
systems engineer interested in applying radar for some use-
ful purpose. They can be called problems in search of
solutions. There are also solutions in search of problems,
These are new techpiques and components*yhatbtheir
developers believe might offer improvements in radar,

These will not be discussed here other than to state that

they include such things as surface-wave acoustic devices,




charge-coupled devices, microwave transistors and other
solid state RF devices, liquid crystal and solid state dis-
plays, microprocessors, adaptive antennas, conformal arrays,
pattern recognition, and the whole myriad of techniques
that are associated with millimeter waves. Progress in
radar has been made by both the dogged pursuit of current
problems one small step at a time, and by the occasional
large advance introduced by some new, and usually unfore-

seen, technological development.




10.

AIMINISTRATIVE INFORMATION

QOFFEE BREAKS — Coffee and doughnuts are outside Roam 641. They are free.

RECOMMENDED PLACES FOR LUNCH — See attached chart.

PHONFS —

a. For incoming calls, use (202) 676—6106.

b. See bulletin board outside classroam for messages and notes on incaming
phone calls.

c. Phones for making outside calls are located in the foyer near the
elevator, on sixth floor.

PARKING — We validate your parking tickets once per day for:

a. University Parking Building - use visitors' entrance on I Street
between 22nd and 23rd.

b. Limited nunber of smaces under Marvin Center — use entrance on
H Street between 2lst and 22nd.

IN CASE COF FIRE — Exit via stairways located in elevator lobbies and in
both back corners of the 6th and 7th floors. (These stairways have alarms
which negate their use for normal entrance or exit.)

CRITIQUE — Please turn in the critique sheet on the final day at the time
we present course campletion certificate. ‘Normally this will be just after
the last coffee break. If you must depart early, leave your critique and
pick up your certificate in Roam 636.

SYOKING -- University policy is that there be no smoking in classroams.

WASHROOQMS — Men's and wamen's washroams are directly across the corndor
fram classroams on both 6th and 7th fleors.

MARVIN CENTER

a. Bookstore — ground floor.
Open Monday through Thursday 8:45 a.m. - 6:30 p.m.; Friday 8:45 a.m. -
5:00 p.m. During Sumer Session, Monday through Friday 8:45 a.m. -
5:00 p.m.
No special identification needed.

b. Gameroam -- 5th floor
Open Monday through Thursday 1:00 p.m. - 11:30 p.m.;
Friday & Saturday 11:00 a.m. = 1:30 a.m. Sunday 12:00 noon - 1:30 a.m.
Bowling, billiards, and pingpong.
Your name tag is sufflc:.ent identification.

plbr:a_g:

a. Main library is open fram 8:30 a.m. to midnight.
b. Circulation desk closes at 10:00 p.m.
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UNIVERSITY
A. GWU Library
(Continuing Engineering Education—6th Floor)
B. University Parking Bidg.
(Visitors enter from | Street)
C. Engineering School—Tompkins Hall
D. University Administration—Rice Hall
E. School of Medicine—Ross Hall
F. Marvin Center

-Bookstore (Basement)
-Cafeteria (First Floor)
-University Club (Third Floor)

P S | (e taa oo

HOTELS

1
2
3
4
5

Watergate
Howard Johnsons
One Washington Circle

. Guest Quarters
. Intrique Hotel

RESTAURANTS

6.
i
8.
9.

10.
1.

12,

13.

14.

15.

Blackie's House of Beef
Luigi's
Gusti's

The Astor
Trieste

Mr. Henry's
Swiss Chalet
Adams's Rib
Marrocco'’s
(Italian)

Old Angus

Sliver Spring
Takoma Park

M

metro

The GW campus may be
reached by METRO at

the Blue Line's

Foggy Bottom/GWU
station located at 23rd
and Eye St on the GW
campus. From the

Red Line, GW may be
reached by transferring
at METRO Center to the
Blue LIne going toward
National Airport, and
exiting at Foggy Bottom
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George Washington University

d - Course 203
. Radar Systems and Technology Y
May 1981 |

WORKSHEET
: EXPONENTIAL TRACKING

1. A simple filter - tzke the predicted position and add to it just half
of the difference between that and the newly measured position;
consider this smoothed position to be the next prdicted position.
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Consider how the next predicted position could be bettered by also
estimating target velocity based ofi measured position,

3. How might the choice of alpha be influenced by your knowledge of the
radar's accuracy? by your knowledge of the targets maneuverability?
What's meant by the "gain" of a filter? by its "bandwidth"?
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George Washington University
Course 203
Radar Systems and Technology
May 1981
WORKSHEET ,
REPRESENTING PULSE COMPRESSICN IN THE RADAR RANGE BQUATICN

1, Write the Radar Range Equation, solving for Bu and leaving receiver

noise in terms of receiver ;Vndwidth,Bﬂﬁryli‘ C= &7 A
TR ol 3o SET e ~ xF
e by la S o) ol e + 13 P55t
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2. Consider two radars Bf equal peak power but a two-to-one pulse width
difference., Write R™ in terms of pulse width considering receiver
bandwidth to be well matched to modulation bandwidth of the pulse,

No pulse compression here - this is to establish that range is indeed

dependent upon signal energy, provided the receiver is matched to the
signal bandwidth,.
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3. Consider two radars of the same waveform (!t and pulse width) in one of
which the receiver is well matched to the modulation bandwidth of the
pulse and in the other of which the receiver is unnecessarily made N
times broader in receiver bandwidth, Write the adjustled renge equations
and observe that range is reduced by the unfortunate reception mismatch,
(Again, no pulse compression here.)
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(worksheet on pulse compression)

4, Consider a pulse compression radar of the same pulse width as in 3, above,

but in which the time-bandwidth product of the transmitted pulse is N,
Write the range equation using the factor N to restore the range over
what the range had been in the mismatched receiver case., (Recall this
restoration assumes the receiver is well matched, including phase and
amplitude characteristics of its passband, to the transmitted signal.)
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5. Write the above in terms of the "compressed" pulse width, and note that =
the "restoring” factor N now appears in the numerator much as a gain term
(1ike antenna gain) and, hence, is sometimes called the “processing gain"

due to pulse compression, Recall, however, this "gain" merely restores

the range to that due to the energy in the pulse; that energy, you see, is

clearly more that the product of actual peak power and the compressed
pulse width,

6. Can you imagine how the efficiency associated with "weighting" in the

pulse compressor (to help form better range sidelobes, say) might be
represented?
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