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Abstract

Recent advancements in silicon technology have paved the way for the development of

integrated transceivers operating well inside the mm-wave frequency range (30 - 300 GHz).

This band offers opportunities for new applications such as remote sensing, short range

radar, active imaging and multi-Gb/s radios. This thesis presents new ideas at the circuit

and system level for a variety of such applications, up to 145GHz and in both state-of-the-art

nanoscale CMOS and SiGe BiCMOS technologies.

After reviewing the theory of operation behind linear and power amplifiers, a purely dig-

ital, scalable solution for power amplification that takes advantage of the significant fT/fmax

improvement in pFETs as a result of strain engineering in nanoscale CMOS is presented.

The proposed Class-D power amplifier, features a stacked, cascode CMOS inverter output

stage, which facilitates high voltage operation while employing only thin-oxide devices in a

45 nm SOI CMOS process.

Next, a single-chip, 70-80GHz wireless transceiver for last-mile point-to-point links is

described. The transceiver was fabricated in a 130 nm SiGe BiCMOS technology and can

operate at data rates in excess of 18Gb/s. The high bitrate is accomplished by taking

advantage of the ample bandwidth available at the W-band frequency range, as well as by

employing a direct QPSK modulator, which eliminates the need for separate upconversion
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and power amplification.

Lastly, the system and circuit level implementation of a mm-wave precision distance

and velocity sensor at 122 and 145GHz is presented. Both systems feature a heterodyne

architecture to mitigate the receiver 1/f noise, as well as self-test and calibration capabilities

along with simple packaging techniques to reduce the overall system cost.
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1 Introduction

I
t is an undisputable fact that wireless technology has, and keeps, changing our everyday

lives. From the cell-phone revolution of the 1990s to the advent of the smart-phone, a

large percentage of the population uses mobile devices that integrate at least three radios.

This unprecedented success has led engineers not only to continuously improve on the

existing wireless standards, but also to explore new potential applications, such as gigabit

radio, radar and imaging. A natural choice for many of the new systems was to exploit

the large, mostly unlicensed bandwidth available at the less crowded mm-wave frequency

range, extending from 30GHz to 300GHz. This was also made possible with the aid of

silicon technology which, through constant scaling, has reached cut-off frequencies in excess

of 200GHz. At the time of writing of this thesis, products have already appeared in the

market at 57-64GHz and 71-76GHz for data communications and at 77GHz for automotive

radar.

The purpose of this thesis is to present new ideas at the circuit and system level for a

variety of high frequency applications.

1.1. Motivation

The mm-wave frequency range offers several GHz of unlicensed bandwidth that can be

employed for bandwidth-intensive applications such as data communication and radar. How-

ever, there are limitations stemming from the fundamental laws of propagation and from

antenna design constraints, as well as from shortcomings of the semiconductor technology

that can limit the application space.

If a transmitter generates a signal of power PTX at frequency f , that travels a distance

R before reaching the receiver, the received power is predicted by the Friis’ transmission

equation:

PRX = PTXGRXGTX

( c

4πRf

)2
(1.1)

1
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Figure 1.1: Directional antenna characteristics.

where GRX and GTX are the transmitter and receiver antenna gains, respectively, and c is

the speed of light. The term (c/4πRf)2, known as the free space loss, indicates that the

received power reduces by the square of the frequency.

To recover the lost power, either the transmitter power or the antenna gain need to

increase. The first option is the most challenging and will be the subject of chapter 3. The

second option is more attractive since the antenna gain is proportional to the antenna size

and to the frequency of operation:

G = k
d2f 2

c2
(1.2)

where d is the antenna diameter and k is an antenna type dependent constant.

Increasing the gain comes at a cost. The antenna 3 dB-beamwidth, i.e. the angle at which

the received power drops by 3 dB with respect to the maximum (figure 1.1a), is inversely

proportional to its gain1:

θ =
4√
G

(1.3)

Therefore, although it is beneficial to design high gain antennas at higher frequencies, due to

their smaller size, the resulting beamwidth is significantly smaller. This highlights the fact

that the antenna “gain” is not a typical power gain, as for example defined in amplifiers. It

is merely a focusing factor that compares the antenna to the isotropic radiator.

Low antenna beamwidth implies that only one, or a few closely spaced receivers, that

have their antennas well aligned with the transmitter, will be able to receive the necessary

1The antenna beamwidth is inversely proportional to its directivity. For simplicity, the directivity is
assumed equal to the gain.
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Figure 1.2: Phased array transceiver.

power, i.e, the link will be directional. Assuming that GRX = GTX and R=10m, figure 1.1b

illustrates the beamwidth of the antennas that are required to maintain a certain PRX/PTX

ratio over frequency. The beamwidth reduces significantly over frequency, even for a small

distance of 10m.

The above treatment did not consider the system bandwidth. To examine the impli-

cations of wideband operation, the radio receiver input referred noise level needs to be

considered:

NRX = kBTBF (1.4)

where kB is the Boltzmann’s constant, T is the temperature, F is the receiver noise figure

and B is the bandwidth. As the bandwidth increases, the receiver noise will also increase,

degrading the overall system signal-to-noise ratio (SNR) PRX/NRX. Consequently, to main-

tain a constant SNR over frequency, an even higher PRX is required which translates to even

more directional antennas.

A directive link can be made more versatile by invoking phased arrays, as illustrated in

figure 1.2. In this case, instead of a single antenna, several lower gain elements are fed with

certain phase shift. When the outputs combine in the free space, an equivalent directive

pattern is formed, but the direction of its peak can be manipulated based on the applied

phase shifts. This approach was adopted in 60GHz radio and 77GHz automotive radar, but

the increased complexity of the system comes at the cost of considerably increased power

consumption.

Consequently, the mm-wave frequency range offers significant bandwidth and antenna size

benefits, but is suitable only for applications were either a high transmitter output power can

be generated, or a very directive link can be tolerated. This thesis will investigate both cases.
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Chapter 3 will examine the problem of efficient power generation at high frequencies. On

the directive link side, two systems that take advantage of the small form factor, high gain

antennas and wide bandwidth available at mm-wave frequencies are proposed. Chapter 4

presents a wideband transceiver for point-to-point, last-mile communication links, where

reception at only one point is required, and thus highly directive antennas are employed

to compensate most of the free-space loss. Chapters 5 and 6 propose a mm-wave precision

distance sensor system, where the transmitter and receiver are co-located and employ the

same partially integrated, high gain antenna.

1.2. State of the Art

The design of high-frequency circuits, even deep inside the mm-wave band, can be consid-

ered today a well developed art. Current Gallium-Arsenide (GaAs) and Indium-Phosphide

(InP) integrated circuits (ICs) can operate at terahertz frequencies. For example, in [3],

a 650GHz low-noise amplifier with 30 dB gain is reported in a 30 nm InP High Electron

Mobility Transistor (HEMT) process along with a 670GHz receiver with 15 dB noise fig-

ure. Similarly, [4] presents 15 dB gain, 460GHz amplifiers in a GaAs HEMT process and [5]

reports a 630GHz transmitter with an integrated phased lock loop in a 130 nm InP Hetero-

junction Bipolar Transistor (HBT) process.

Silicon integrated circuits, which were deemed as the last frontier for silicon, have also

broken into the mm-wave band after approximatively 2004. Today, there are products at

60GHz for gigabit-radio applications in 65 nm CMOS [6] and at 77GHz for automotive

adaptive cruise control radar [7, 8] in Silicon-Germanium (SiGe). More recently, there has

been considerable interest in the 70-76GHz and 80-86GHz bands (E-band) for point-to-point

communications. Several books on mm-wave design in silicon have also been published [9–12].

Transceivers in SiGe have been demonstrated at 160GHz [13] and transmitters and re-

ceivers up to 650GHz [14] and 820GHz [15], albeit with inferior performance compared

to corresponding GaAs and InP ICs. In CMOS, amplifiers operating at 145GHz with

12 dB gain [16] and at 150GHz with 8 dB gain [17] in 65 nm have been reported. More

recently, oscillators at 300GHz [18, 19] in 65 nm and arrays of frequency multipliers at 180

and 370GHz [20, 21] in 45 nm have been demonstrated. Furthermore, considerable research

interest has been focused on the operation of Field-Effect Transistors (FETs) as a power

detectors at terahertz frequencies [22]. Terahertz imagers [23, 24] and even a camera have

recently been demonstrated [25]. Nevertheless, in almost all cases, CMOS circuits cannot

match the performance of their SiGe and III-V counterparts.

State-of-the-art SiGe HBTs have reached a maximum frequency of oscillation, fmax, in the

order of 500GHz [26,27]. Such technologies provide adequate margin for the implementation
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of production-quality circuits up to 200GHz. The performance of CMOS on the other hand,

after significant performance improvement in the 90 and 65 nm nodes, seems to have flattened

at fmax frequencies of approximately 250GHz for fully metalized transistors. This is confirmed

by the measurements presented in chapter 2 as well as in [20] for 45 nm SOI and in [28, 29]

for 32 nm.

1.3. Thesis Outline

The remainder of this thesis consists of six chapters. Chapter 2 reviews the theoretical

framework behind high frequency design. The necessary background of linear amplifier design

for maximum power gain and low noise is provided. The design and performance of passive

elements is reviewed, and the most important high-frequency layout techniques are presented.

Chapter 3 proceeds to the analysis of power amplifiers, which need to be considered as non-

linear elements. The most important challenges in their design are summarized, along with

the existing solutions. A new circuit is proposed and the equations that govern its operation

and its design methodology are presented.

The following chapters deal progressively more with system level analysis and design.

Chapter 4 presents a transceiver for E-band communications that features an alternative

transmitter architecture to facilitate QPSK modulation. Chapter 5 reviews some of the sys-

tem level considerations behind radars, and selects the parameters for the proposed distance

measurement system. Chapter 6 presents two implementations of the radar sensor proposed

in chapter 5, at 122GHz and 145GHz. Finally, chapter 7 concludes this thesis and discusses

potential future research.

1.4. Contributions

The key contributions of this thesis are summarized below.

• A new circuit for high frequency power amplification in nanoscale CMOS, that is

applicable in the lower mm-wave frequency range and in the more traditional 2 and

5GHz bands is proposed. It allows for class-D switch mode operation, while minimizing

the use of passive components and impedance transformation networks.

• A novel direct QPSK modulator, which eliminates the need for separate upconversion

and power amplification, is proposed and is integrated inside a QPSK transceiver for

E-band communications. The resulting high modulation quality allows for very high

bitrates, up to 18Gb/s.

• Two mm-wave precision distance sensors, at 122GHz and 145GHz, the first of their
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kind, are presented. Both sensors feature a new heterodyne architecture that minimizes

the impact of 1/f noise, along with self-calibration and self-test capabilities.

• The formulas (2.19), (2.25) and (2.26) are derived in chapter 2 and allow for the study

of the amplifier gain sensitivity to impedance mismatches. The sensitivity terms are

linked to the transistor equivalent circuit, allowing to examine the impact of semi-

conductor technology on amplifier design. Furthermore, a methodology for designing

amplifiers for minimum noise contribution is proposed and electromagnetic simulations

for various layout techniques are presented for the first time.



2
Elements of High

Frequency Integrated

Circuit Design

T
he aim of this chapter is two-fold. First, to revisit some aspects of the high frequency

design theory that the author has found to be very crucial in the design of the circuits

presented throughout this work. Second, to attempt to shed some new light by presenting

new formulations, methodologies and simulations when necessary. The ultimate goal is to

provide useful, practical design insight to a future designer.

Section 2.1 deals with the small-signal amplifier design theory, which is the cornerstone

of high frequency integrated circuit design. Almost all other active circuit elements, such as

mixers, oscillators and even attenuators can be considered as extensions of amplifiers and

can thus be designed and analyzed as such, along with some necessary additions [30,31]. For

example, an oscillator can be modeled as an amplifier with frequency selective feedback, and

an active mixer as an amplifier along with a switching element.

Section 2.2 reviews the subject of amplifier noise and in conjunction with section 2.1

provides a new design methodology for low-noise, high frequency amplifier design. Section 2.3

presents examples of integrated passive components and compares their performance in two

different IC processes.

Finally, sections 2.4 and 2.5 bring forward some physical circuit layout design problems

that arise at high frequencies, especially at mm-waves and beyond. Various techniques and

methodologies to alleviate them are presented.

2.1. Transistor Gain and Small-Signal Amplifier Design

Many aspects of the theory of high frequency amplifier design, as well as almost all the

associated circuit topologies used today, were developed in the 1930s and 1940s using vacuum

tubes. At the time, amplifiers were not required to operate at very high frequency and the

size of the passive elements used for impedance matching was not a concern, since the vacuum

tubes were already bulky. In the widely adopted radio-frequency engineering book of the

7
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Figure 2.1: Two-port amplifier.

time by Frederick Terman [32] (its first edition was published in 1932), one can see that

the tubes were considered almost ideal elements compared to today’s complicated transistor

models. Using transformers with magnetic cores for impedance transformation was the

norm. Furthermore, because vacuum tubes suffered from significant grid-plate capacitance

(the equivalent of the gate-drain and base-collector capacitance), neutralization, i.e. the

cancelation of the internal feedback, was very common and many techniques to do so were

developed [32].

As technology progressed and the equivalent circuits of active components became in-

creasingly complicated, engineers understood the necessity to treat the amplifying element

as a “black-box” and develop a general theory of amplifier design. The research on this topic

started at least as early as 1948 [33] at Bell Labs, and was definitely accelerated by the inven-

tion of the bipolar transistor [34,35]. The theory was brought to its modern form by the end of

the 1950s, with significant contributions by researchers such as John Linville [36,37], Arthur

Stern [38], R. Pritchard [39] and S. Mason [40] (the list is definitely not complete). Later, in

the 1960s , with the advent of the network analyzer and the S-parameter measurements, all

the original formulas were re-derived in terms of S-parameters instead of y-parameters that

were originally used. The core of the theory, however, remained unchanged.

This section reviews the classical two-port amplifier design theory and provides a slightly

different point of view than most textbooks (e.g. [41]). The available and operating power

gains (defined below) will be considered to be deviations from the maximum power gain, an

approach that was originally introduced by H. Fukui [42]. To do so, a new formula (2.19)

will be derived for the operating power gain that is the equivalent of Fukui’s equation for

the available gain. This formulation leads to equations (2.25) and (2.26) that allow to draw

conclusions on the sensitivity of the power gain of the amplifier to its termination impedances

and therefore, to impedance mismatches introduced by non-idealities in the transistor models

or deviations of the matching networks, both commonly encountered in Integrated Circuits

(ICs).
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2.1.1. Amplifier Design Theory

A small-signal amplifier of any configuration can be adequately described as a two-port

network. As illustrated in figure 2.1, the amplifier design theory deals with the analysis and

calculation of the optimum source and load admittances YS and YL that maximize the power

gain. Techniques to maximize the gain could also rely on the use of feedback e.g. with the

neutralization of the internal feedback of the device [43], but they will not be considered

here.

The input current source is generally a sinusoidal tone of RMS amplitude IS at frequency

ω. The two-port network can then be described by its Y-parameters which are generally

complex numbers:

y11 = g11 + jb11

y12 = g12 + jb12

y21 = g21 + jb21

y22 = g22 + jb22

(2.1)

The source and load admittances are also represented by complex numbers:

YS = GS + jBS

YL = GL + jBL

(2.2)

For arbitrary YS and YL, the power gain of the amplifier is best described by its transducer

power gain [44]:

GT =
PL

Pavs

=
4GSGL|y21|2

|(y11 + YS)(y22 + YL)− y12y21|2 (2.3)

where PL = Re(VLI
∗
L) is the power delivered by the two-port to the load and

Pavs =
|IS|2

4Re(YS)
(2.4)

is the available power from the source, which corresponds to the maximum power that the

source can provide to a conjugately matched load [45]. Essentially the transducer gain

compares the power delivered to the load by the two-port, to the power that the source

would deliver if it was directly connected to a load conjugately matched to its admittance,

YS. The transducer gain depends on the amplifier Y-parameters as well as on the source and

load admittances. In a 50Ω environment, where YS = YL = 50Ω then GT = |S21|2.
The question that immediately arises is whether the source and load admittances can be
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optimized in order to maximize the transducer power gain. The answer is intertwined with

the concept of stability, which is determined by the (Linvill) stability factor associated with

the two port network [44]:

K =
2g11g22 − Re(y12y21)

|y12y21| (2.5)

When K ≥ 1, the two port network is unconditionally stable, while if K < 1, the two port is

conditionally stable. A conditionally stable two port can provide infinite gain when YS and

YL are selected appropriately, i.e. it can turn into an oscillator.

For an unconditionally stable two-port without external feedback, the maximum trans-

ducer gain, which is referred to as the maximum power gain or maximum available gain,

Gmax, can be calculated by [44]:

Gmax =
|y21|2

2g11g22 − Re(y12y21) +
[(
2g11g22 − Re(y12y21)

)2 − |y12y21|2
]1/2 (2.6)

and is obtained when the source and load admittances are equal to YS,og and YL,og:

YS,og = GS,og + jBS,og (2.7)

YL,og = GL,og + jBL,og (2.8)

where

GS,og =
1

2g22

[(
2g11g22 − Re(y12y21)

)2 − |y12y21|2
]1/2

(2.9)

BS,og = −b11 + Im(y12y21)

2g22
(2.10)

GL,og =
1

2g11

[(
2g11g22 − Re(y12y21)

)2 − |y12y21|2
]1/2

(2.11)

BL,og = −b22 + Im(y12y21)

2g11
(2.12)

Selecting YS = YS,og and YL = YL,og is equivalent to simultaneously conjugately matching

both the input an output of the two-port, i.e. setting YS = Y ∗
in and YL = Y ∗

out. As expected

from the maximum power transfer theorem, these conditions maximize the power flow in

and out of the two port and thus maximize the power gain.

In most practical cases, the circuit designer is not able to arbitrarily select YS and YL

and set them equal to YS,og and YL,og. Instead, the amplifier is presented with fixed source

and load admittances which most commonly depend on the preceding or following stages,

or are 50Ω terminations. Gain optimization is still possible by employing impedance trans-
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Figure 2.2: Two-port amplifier with matching networks.

formation networks, or matching networks, as illustrated in figure 2.2, which transform YS

and YL into YS,og and YL,og. There are many variants of such networks that one may select

from [41, 45]. The choice usually depends on the ratio of the transformed impedances as

well as on loss and bandwidth considerations. Very often, the selection simply depends on

minimizing the number of components in the matching network.

Equation (2.6) for Gmax does not provide adequate insight into its sensitivity on YS,og and

YL,og. This is especially important in integrated circuits where modeling inaccuracies lead

to deviations from the optimum terminations. For this purpose, two different power gains

need to be defined along with their dependence on Gmax.

The impact of the deviation from the optimum source matching can best be analyzed

using the available gain1, which is defined as the available power at the load, i.e. the

maximum power that the two-port of figure 2.1 can provide to a conjugately matched load,

over the power available from the source [44]:

Gav =
Pavl

Pavs

=
|y21|2GS

g22|y11 + YS|2 − Re[y12y21(y11 + YS)∗]
(2.13)

The available power gain can also be interpreted as follows. The source admittance is first

arbitrarily set to YS, resulting in the output admittance of the two-port to become:

Yout = y22 − y12y21
y11 + YS

(2.14)

In order to achieve the maximum power delivery to the load, the load admittance is set

to YL = Y ∗
out, leading to equation (2.13). Obviously, Gav depends only on YS and when

YS = YS,og, Gav = Gmax, i.e. Gav is maximized, but generally Gav ≤ Gmax.

As proven in [42], the available gain can be expressed in terms of Gmax:

1

Gav

=
1

Gmax

+
Rsg

GS

|YS − YS,og|2 = 1

Gmax

+
Rsg

GS

[
(GS −GS,og)

2 + (BS −BS,og)
2
]

(2.15)

1The available gain is also referred to as associated gain in the literature.
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where

Rsg =
g22
|y21|2 (2.16)

This expression is similar to the more familiar one of noise figure (F ) in terms of Fmin

(section 2.2). It essentially describes Gav as a deviation from Gmax due to the departure of

the source admittance from its optimum value YS,og. Since the term
[
(GS −GS,og)

2 + (BS −
BS,og)

2]
]
/GS depends only on the source mismatch, the resistance Rsg essentially expresses

the sensitivity of Gav to the departure from the optimum, with amplifiers with small Rsg

being more robust.

As with the available gain, a similar expression can be defined that accounts only for the

load mismatch. This role is fulfilled by the operating power gain2 which is defined as the

ratio of the power delivered to the the load, PL = Re(VLI
∗
L), over the power that is absorbed

at input of the two-port, Pi = Re(ViI
∗
i ) (figure 2.1) [44]:

GP =
PL

Pi

=
|y21|2GL

|y22 + YL|2 − Re[y11 − y12y21
y22+YL

]
(2.17)

In accordance with Gav, GP can be interpreted as the gain that would result if the two-port is

terminated with an arbitrary load admittance YL, leading to the input admittance becoming:

Yin = y11 − y12y21
y22 + YL

(2.18)

The source admittance is then set to YS = Y ∗
in, resulting to maximum power transfer from

the source. GP depends only on YL and GP ≤ Gmax with GP = Gmax when YL = YL,og.

Following a derivation similar to the one in Fukui’s seminal work [42] for the available

gain, the operating power gain can be shown to depend on Gmax as:

1

GP

=
1

Gmax

+
Rlg

GL

|YL − YL,og|2 = 1

Gmax

+
Rlg

GL

[
(GL −GL,og)

2 + (BL − BL,og)
2
]

(2.19)

where

Rlg =
g11
|y21|2 (2.20)

The term
[
(GL−GL,og)

2+(BL−BL,og)
2
]
/GL expresses the deviation of the load admittance

YL from its optimum value YL,og, while the resistance Rlg expresses the sensitivity of GP to

this mismatch.

Equations (2.15) and (2.19) represent constant Gav and GP circles when plotted versus YS

2The operating power gain is sometimes referred to simply as power gain in the relevant literature. This
can be confusing since all other gains are also power gains.
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Figure 2.3: Multistage amplifier design.

and YL respectively. The center of these circles are the optimum source and load admittances

YS,og and YL,og and the gain at the center of the circle is Gmax in both cases.

Most textbooks that deal with amplifier design (e.g. [41,44]) provide lengthy equations for

the constant Gav and GP circles in terms of S-parameters. These equations are considerably

more complicated that (2.15) and (2.19) and mask the simple interpretation of Gav and GP

as deviations from Gmax due to source and load mismatch. In this work, the role of Rsg and

Rlg as the sensitivities of the power gain to the termination admittances will be brought

forward and will be further analyzed in terms of circuit parameters.

The above treatment has focused only on cases where K ≥ 1. This is usually a valid

assumption for mm-wave circuit design, since the transistor gain decreases with increasing

frequency and naturally, the corresponding stability factor increases. Nevertheless, deeply-

scaled SiGe HBTs [46] and FET devices can exhibit K < 1 well above 100GHz. Even in

these cases, when the unavoidable loss of the passive components employed in the matching

networks is accounted for as part of the amplifier two-port, the resulting amplifier frequently

becomes unconditionally stable. There are certain cases, most notably the HBT-only cas-

code, where its stability factor will persistently remain below unity, especially when biased at

high currents. There are various work-arounds for these cases. The current density through

the amplifier can be reduced, neutralization of the internal feedback [43, 47], resistive feed-

back stabilization [48] or inductive degeneration can be employed, or even selecting optimally

mismatched source and load admittances [38, 49].

Finally, as the frequency of operation increases, it becomes increasingly difficult to squeeze

the necessary power gain out of the single stage amplifier of figure 2.2. Therefore, it is com-

mon for mm-wave amplifiers to employ several amplification stages. The design methodology

for multistage amplifiers is almost identical to the single stage case. Specifically, as illustrated

in figure 2.3 for the two-stage case, an interstage matching network is introduced between

the two amplifiers. The role of this matching network is to transform the optimum source

admittance of second stage Y ∗
S,og2 to the optimum load admittance of the first stage Y ∗

L,og1

and vice-versa. Essentially the load of the first stage is the input admittance of the second,

and therefore, it has to be appropriately transformed to properly load the first stage. The

same approach can then be applied to an amplifier with any number of stages, or between
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Figure 2.4: Generic transistor model.

any two circuits that need to be interfaced, e.g. between the amplifier and the mixer in a

radio receiver.

2.1.2. Dependence of Gain on Transistor Parameters

The theory developed in the previous subsection is generic and can be employed for

any amplifier, provided that its two-port parameters are known. Although they can be

easily acquired from simulation, or even measurement, deriving the important formulas from

the previous subsection in terms of circuit parameters can provide significant circuit design

insight.

Both bipolar and field effect transistors at high frequencies can be represented by the

same simplified hybrid-Π equivalent circuit [9] of figure 2.4. The correspondence between a

typical FET hybrid-Π (e.g. in [50, 51]) and the circuit of figure 2.4 is: ri � Rg, Ci = Cgs,

Cf = Cgd, ro = 1/gds and Co = Cdb while for the bipolar transistor: ri � Rb, Ci = Cπ,

Cf = Cμ and Co = Ccs. The equivalent circuit of the bipolar transistor also includes a

resistor rπ in parallel to Ci = Cπ. However, at high frequencies, the impedance of Cπ is

much smaller than rπ and effectively shunts it.

The y-parameters of the equivalent circuit of figure 2.4 in common-source/emitter con-

figuration become [51,52]:

y11 =
jωCin

1 + jωriCin

y12 =
−jωCf

1 + jωriCin

y21 =
gm − jωCf

1 + jωriCin

y22 = go + jωCout +
ω2riC

2
f + jωgmriCf

1 + jωriCin

(2.21)

where Cin = Ci + Cf , Cout = Co + Cf and go = 1/ro.

Plugging the y-parameters into equation (2.6), one can calculate the maximum gain that
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the common-source/emitter amplifier provides:

Gmax =
g2m

4(goriC2
in + gmriCinCf )

· 1

ω2
� gm

4CinCfri
· 1

ω2
(2.22)

where the second expression is derived by dropping the go terms, since gm � go in all modern

semiconductor devices. Inspection of the above expression reveals that the maximum power

gain drops by the square of the frequency, highlighting the most notorious difficulty of high

frequency design.

The frequency at which Gmax = 1 is a widely adopted Figure-of-Merit (FoM) for semi-

conductor devices, known as the maximum frequency of oscillation ωmax or fmax:

ωmax =

√
gm

4CinCfri
(2.23)

Essentially ωmax represents the theoretical frequency limit beyond which a semiconductor

device is unusable for the design of amplifiers and oscillators. In practice, this frequency

is considerably lower, close to a factor of two, than ωmax due to the loss of the matching

networks that are required to realize Gmax. Another important fact that stems from the

above equations is that Gmax and ωmax are strongly coupled with the resistive parasitics of

the device, most notable ri, and they can be significantly improved by minimizing them.

This is especially true for FET devices where ri can be improved by optimizing the physical

layout of the transistor, leading to fmax in excess of 200GHz.

Another widely reported FoM of semiconductor devices is their cut-off frequency ωT or

fT. ωT corresponds to the frequency up to which the device has current gain larger than

unity. The current gain can be calculated by transforming the two-port y-parameters to

h-parameters and solving for h21 = 0 [51], yielding:

ωT =
gm
Cin

(2.24)

There is no straightforward link between high frequency amplifier performance and fT. A

device that exhibits high fT but low fmax due to increased ri will not be suitable for high

frequency applications. However, as will be shown below, a device with high fmax but low fT

will also suffer.

It is also instructive to calculate the sensitivity resistances Rsg and Rlg in terms of the

transistor equivalent circuit elements. Substituting the expressions of the y-parameters from
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(2.21) in (2.16) and (2.20) yields:

Rsg � go(1 + ω2r2iC
2
in)

g2m
+
ω2r2iCfCin

gm
� ω2r2iCfCin

gm
=
ri
4

ω2

ω2
max

(2.25)

Rlg � ω2riC
2
in

g2m
= ri

ω2

ω2
T

(2.26)

where the original expressions have been simplified by dropping the C2
f terms from the

denominators, without degrading the accuracy.

The above expressions highlight several previously unknown facts. First, the sensitivity of

the power gain to source and load admittance mismatches is increasing with the square of the

frequency. Therefore, not only the maximum power gain drops by the square of frequency but

also the difficulty of realizing it in practice increases by the same rate. Second, as indicated

by Rlg, the fT of the device is also important in amplifier design. A device with low fT but

high fmax will suffer from increased sensitivity to its output matching network. This can

be intuitively explained by considering the power gain as a product of voltage and current

gains. A device with high power gain and low current gain needs to have very high voltage

gain, which is attained by increasing the output resistance ro. The maximum power transfer

theorem requires that the optimum load for such a device is also ro and any deviation from

it will have an immediate impact on the voltage gain.

2.1.3. Performance of 130 nm SiGe HBTs and 45 nm FETs

In order to better visualize the above theory, as well as to assess the transistor perfor-

mance, simulations and measurements were performed on transistors from the two integrated

circuit processes that were used in this thesis. The first process is a 130 nm SiGe BiCMOS

process from STMicroelectronics (BiCMOS9MW) [53] which was used for the transceiver

circuits at 75, 120 and 145GHz in chapters 4 and 6 respectively. The second process is a

45 nm Silicon-on-Insulator (SOI) CMOS process from IBM [54] which was employed for the

power amplifier presented in chapter 3.

As expected from equations (2.23) and (2.24), fmax and fT will depend on the transistor

bias conditions and are thus usually plotted as a function of the transistor current density.

Figure 2.5a reproduces the measured3 fT and fmax versus current density of a 4.5μm SiGe

HBT when its VCE is 1.2V. Its fmax is 280GHz while its fT is slightly lower, at 230GHz. Sim-

ilarly, figure 2.5b illustrates the measured4 fT and fmax of minimum gate length 45 nm CMOS

FETs with W = 40× 0.77μm when VDS=1.1V. The nFET achieves almost symmetrical fT

3The measurements of the SiGe HBTs were kindly provided by Kenneth Yau.
4The measurements of the CMOS transistors were kindly provided by Eric Dacquay.
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(a) 130 nm SiGe BiCMOS CBEBC HBT with Le =
4.5μm and VCE = 1.2V.

(b) 45 nm CMOS FETs with W = 40×0.77μm, min-
imum L and VDS = 1.1V.

Figure 2.5: Measured fT and fmax versus current density of the 130 nm SiGe BiCMOS and
45 nm CMOS processes.

and fmax of 250GHz which occur at slightly different current densities. Surprisingly, the

pFET also achieves a very high fmax of 250GHz albeit with a lower fT of 175GHz, indicating

that the pFET has lower gm than the nFET but improved parasitics.

In both transistor cases the trends are the same: fmax and fT first increase rapidly with

current, until they reach a maximum at which the transistor operates at its maximum speed.

The range of currents that result in this maximum is relatively wide, and is referred to as

the peak-fT current density [55]. Biasing at higher current than this will result in a rapid

reduction of fmax and fT. This occurs primarily due to the deterioration of gm because of

mobility degradation in FETs and the Kirk effect in bipolar transistors [51, 55]. Therefore,

the peak-fT current density is determined by the interaction between gm and the parasitic

capacitances and their associated dependence on the bias current.

Figure 2.6a shows the measured Gmax versus frequency for the same SiGe HBT when

biased at its peak-fT current density. It is also plotted in figure 2.6b in a logarithmic frequency

axis graph. As marked in the figure, after approximately 40GHz, the slope changes to 20 dB

per decade, which is expected from the 1/ω2 decay of equation (2.22). At frequencies lower

than 40GHz, the transistor exhibits K < 1 and is potentially unstable. When K < 1, the

Gmax formula (2.6) reduces to |y21/y12| which is known as the Maximum Stable Gain (MSG)

and decays at a rate of 1/ω (10 dB per decade). Contrary to what the name might imply,

the MSG is generally not the maximum power gain that could be squeezed out of the device

when it is stabilized to K = 1 [49].

Figure 2.7 illustrates the Gmax of the 45 nm FETs with both linear and logarithmic
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(a) Linear frequency axis. (b) Logarithmic frequency axis highlighting the point
where K = 1.

Figure 2.6: Measured Gmax versus frequency of the 130 nm SiGe BiCMOS 4.5μm HBT at
its peak-fT current density.

frequency axes. Interestingly, the point where K = 1 is located at a frequency higher

than 70GHz, revealing that FETs are potentially unstable devices for most of their usable

frequency range. This phenomenon stems from the fact that the high fmax of these devices is

primarily obtained through layout optimization that leads to very low gate resistance Rg and

in turn, from equation (2.21), to very small g11. As implied by the formula for the stability

factor (2.5), low g11 will lead to a degraded stability factor. Consequently, care needs to be

exercised when designing FET amplifiers, because they are prone to stability problems.

To examine the sensitivity of the gain to admittance mismatches, the Rsg and Rlg of a

common-emitter and of an HBT-only cascode amplifier have been simulated and are repro-

duced in figure 2.8. As expected from equations (2.25) and (2.26), they both increase with

frequency. Since the SiGe HBT exhibits higher fmax than fT, both amplifiers have higher

Rlg than Rsg and thus higher sensitivity to output mismatches, with the cascode topology

demonstrating almost twice as high Rlg than the common-emitter and slightly improved

Rsg. As a result, although the cascode amplifier can provide higher power gain than the

common-emitter, it is more difficult to realize it in practice due to its higher sensitivity to

load mismatches.

The same simulations were repeated for the 40× 0.77μm nFET common-source and cas-

code configurations in figure 2.9. Interestingly, although the nFET transistor has lower fmax

than the HBT, it exhibits considerably lower sensitivity to mismatches, especially at the load

side, due to its higher fT and lower ri. The nFET cascode shows similar behavior with its

HBT-only counterpart, with slightly lower sensitivity to output matching, but still exceed-
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(a) Linear frequency axis. (b) Logarithmic frequency axis.

Figure 2.7: Measured Gmax versus frequency of the 45 nm FETs at their peak-fmax current
density.

ingly higher than the common-source case. These results explain how several researchers

achieved substantial success in designing CMOS mm-wave amplifiers at 94GHz [20, 56–58]

and even above 100GHz [16,17], with technologies that had inferior fmax than SiGe HBTs.

Lastly, figure 2.10 reproduces the simulated Rsg and Rlg versus current density for the

common-emitter HBT configuration at 122GHz. Both resistances exhibit a minimum value

which is located at the peak-fT current density of the transistor. This was anticipated since

Rsg and Rlg are inversely proportional to fmax and fT respectively (equations (2.25) and

(2.26)). Therefore, biasing a transistor at its peak-fT current density will not only yield its

maximum power gain, but also the resulting amplifier will be less sensitive to deviations

from the optimum termination impedances.

2.2. Noise Figure and Noise Measure

Every amplifier contaminates the signal it processes with noise. Therefore, along with

the power gain theory presented in section 2.1, one needs to also consider the theory behind

the high frequency noise. Historically, its development started along with the first vacuum

tube radio receivers, e.g. the paper by Harald Friis that formally defined the concept of Noise

Figure (F ) appeared in 1944 [59] and refers to papers from back to 1930 within. However,

the noise theory was brought to its modern, abstract form that employs two-port networks

also in the 1950s by H. Rothe and W. Dahlke in [60] and with significant contributions by

Herman Haus and Richard Adler [61].

In general, the internal noise sources of every two port network, and hence of every
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(a) Common-emitter. (b) HBT-only cascode.

Figure 2.8: Simulated Rsg and Rlg of 4.5μm HBT amplifier configurations.

(a) Common-source. (b) Cascode.

Figure 2.9: Simulated Rsg and Rlg of 40× 0.77μm nFET amplifier configurations.

Figure 2.10: Simulated Rsg and Rlg versus current density of the 4.5μm HBT at 122GHz.
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Figure 2.11: Noisy two-port representation.

amplifier that can be described as such, can be lumped into two input noise sources, v2n and

i2n [60], as illustrated in figure 2.11. The v2n and i2n sources, which are generally correlated

can be calculated from the internal noise sources of the two port thru simple circuit analysis

or more systematically, by the noise correlation matrix method [62]. Expressions of varying

degree of complexity for bipolar transistors can be found in [1,63–65] while for FETs in [52,

66–69].

The noise figure, F , of the two-port is defined as the Signal-to-Noise ratio (SNR) at the

input of the amplifier over the SNR at its output5:

F = 1 +
SNRi

SNRo

= 1 +
(in + Ysvn)2

i2ns
(2.27)

where i2ns is the noise current due to the real part of the source admittance YS. This expression

indicates that F depends on YS and its value can be optimized even if the designer has no

access to the internal components of the two-port and hence cannot alter the value of v2n and

i2n. This dependence is emphasized by the following equivalent expression for F [60, 70]:

F = Fmin +
Rsn

GS

|YS − YS,on|2 = Fmin +
Rsn

GS

[
(GS −GS,on)

2 + (BL − BS,on)
2
]

(2.28)

where [62]:

YS,on = GS,on + jBS,on =

√
i2n
v2n

−
[
Im

(
vni∗n
v2n

)]2
+ j Im

(
vni∗n
v2n

)
(2.29)

is the optimum source admittance that yields the minimum noise figure [62]:

Fmin = 1 +
vni∗n + v2nY

∗
S,on

2kBT
(2.30)

5The paper by H. Friis [59] defines the noise figure as the ratio of the available SNR at the input over the
available SNR at the output, i.e. the SNR under conjugate matching conditions. More recent textbooks use
the SNR under arbitrary source and load impedances. Due to the division in the fraction, the two definitions
yield identical results.
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The resistance Rsn, than determines the sensitivity of F to deviations from the optimum

source admittance for noise YS,on, is calculated by [62]:

Rsn =
v2n

4kBT
(2.31)

where kB is the Boltzmann’s constant, T is the temperature and vni∗n represents the corre-

lation between the two two-port noise sources. The noise sources have been assumed to be

represented by double sided spectra (hence the division by 4kBT ).

By comparing formula (2.29) for the minimum noise source admittance YS,on with (2.9)

for the optimum source admittance YS,og for maximum power gain, it can be concluded

that the two admittances generally assume different values and depend on entirely different

parameters. As a result, it is unlikely for an amplifier to simultaneously exhibit the minimum

possible noise figure and the maximum possible gain without some ad hoc design intervention.

Furthermore, similarly to Gmax, the transistor Fmin will depend on its current density and

the one that yields the minimum Fmin, is lower [64] than the one that results in the largest

Gmax.

When a transistor has a large Gmax at the required frequency of operation and the

minimum possible noise is required, a simple “brute-force” amplifier design approach would

proceed as follows. The transistors are biased at their minimum-Fmin current density and the

input admittance is set equal to YS,on [71]. The amplifier output is then conjugately matched

to maximize its power gain, which can be calculated by the available gain formula (2.13). If

the resulting available gain is not sufficient for the target application, a compromise can be

made by selecting YS between the optimum admittance for gain YS,og and the optimum for

noise YS,on or by adjusting the transistor current density.

Another well-known method of compromising between maximum gain and minimum

noise figure is by the use of external feedback in the amplifier. Its proper use can manipulate

YS,og while leaving YS,on almost intact [64, 72]. Consequently, one can use feedback in order

to make YS,og and YS,on equal and then match directly for maximum power gain at both

the input and output of the amplifier. This method has the important advantage of leading

to an amplifier that is conjugately matched at its input (i.e. its S11 is theoretically −∞)

compared to the “brute-force” method. However, the feedback element used to alter YS,og,

usually a degeneration inductor, will also result in decreased Gmax, leading to a similar noise

figure - power gain trade-off.

The two above methods suffer from the same drawback. Specifically, they tend to sacrifice

power gain in order to improve the noise figure of the amplifier. This is a perfectly valid

approach at lower frequencies where the transistors typically exhibit very high power gain.
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Figure 2.12: Noise figure of a two-port cascade.

However, at upper mm-wave frequencies, especially above 100GHz, where the transistor

Gmax is very small, a different design methodology is required.

The reason why the reduced power gain matters is illustrated is figure 2.12, where n

two-ports with available power gains Gav,1, Gav,2, . . . , Gav,n and noise figures F1, F2, . . . , Fn

have been cascaded. These two-ports can represent the stages of a multi-stage amplifier as

well as the mixer that will succeed them in a radio receiver. The noise figure of the cascade

is calculated by Friis’ noise formula [59]:

F = F1 +
F2 − 1

Gav,1

+
F3 − 1

Gav,1Gav,2

+ · · ·+ Fn − 1

Gav,1Gav,2 · · ·Gav,n−1

(2.32)

where the available gains Gav,1, Gav,2, . . . , Gav,n and noise figures F1, F2, . . . , Fn are calculated

with respect to the output admittances of the preceding stages, i.e. YS, Yout,1, Yout,2, . . . , Yout,n−1

respectively [73].

Therefore, if the first stage of the amplifier has inadequate power gain, the noise figure of

the following stage will add to the overall noise figure by F2−1
Gav,1

, i.e. by its noise figure divided

by the power gain of the first stage. As a result, if the designer reduces the power gain of

the first stage excessively in favor of its noise figure, the overall F might actually degrade

due to the contribution of the subsequent stages.

To overcome this shortcoming of the traditional low-noise design methodologies, a new

Figure-of-Merit needs to be considered that will account the aforementioned cascading effect.

This role is fulfilled by the noise measure M [70,74–76], which is defined as the noise figure

of an infinite cascade of the same two-port [70]:

F∞ = 1 +M = 1 +

[
F − 1

1− 1/Gav

]
(2.33)

where the assumption that all the two-ports are presented the same source admittance YS is

made. The noise measure accounts for both the noise figure and power gain. Designing for

minimum M will properly balance between the two, making sure that the gain of the stage

in not excessively degraded, preventing succeeding stages from dominating the noise [76].

Since both Gav and F depend on YS, the noise measure can be cast into an equivalent
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expression by employing equations (2.15) for Gav and (2.28) for F , as was first described by

H. Fukui [42]:

M =
F − 1

1− 1/Gav

=
Fmin − 1 +

Rsn

GS

[
(GS −GS,on)

2 + (BL − BS,on)
2
]

1− 1

Gmax

+
Rsg

GS

[
(GS −GS,og)2 + (BS −BS,og)2

] (2.34)

The right side of above equation has a unique minimum [42,74]:

Mmin =
M2 +

√
M2

2 −M1M3

M1

(2.35)

where

M1 =
(
1− 1

Gmax

)2
+ 4
(
1− 1

Gmax

)
RsgGS,og

M2 =
(
1− 1

Gmax

+ 2RsgGS,og

)
(Fmin − 1− 2RsnGS,on) + 2RsgRsn(|YS,og|2 + |YS,on|2 − 2BS,ogBS,on)

M3 = (Fmin − 1)2 − 4(Fmin − 1)RsnGS,on

(2.36)

The minimum noise measure occurs at the corresponding optimum source admittance

YS,om = GS,om + jBS,om, where:

GS,om =
Mmin

(
2RsgGS,og − 1

Gmax

+ 1
)
+ 2RsnGS,on − Fmin + 1

2(MminRsg +Rsn)

BS,om =
MminRsgBS,og +RsnBS,on

MminRsg +Rsn

(2.37)

The noise measure can then be rewritten in the minimum plus mismatch form, as was

the case with Gav and F [74]:

M =Mmin +
Rsm

GS

|YS − YS,om|2 =Mmin +
Rsm

GS

[
(GS −GS,om)

2 + (BL −BS,om)
2
]

(2.38)

where

Rsm = Rsn +MminRsg (2.39)

A similar expression is valid for the noise figure of the infinite cascade:

F∞ = F∞,min +
Rsm

GS

|YS − YS,om|2 = F∞,min +
Rsm

GS

[
(GS −GS,om)

2 + (BL −BS,om)
2
]

(2.40)
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where F∞,min = 1 +Mmin.

The methodology to design an amplifier for optimum noise measure in straightforward.

First, the current density that minimizes Mmin at the required frequency of operation is

found and the corresponding bias current is set through the transistor. Subsequently, there

are two options regarding the source admittance. If conjugate matching at the input is not

necessary for the particular application, the input admittance can be set directly to YS,om.

If conjugate matching is required, the same feedback techniques describes in [64, 72] can be

employed to increase YS,og and attempt to make it equal to YS,om. When the transistor power

gain is high, i.e. Gav → ∞, then Mmin +1 = Fmin and designing for minimum noise measure

reduces to designing for minimum noise figure.

Fig. 2.13 illustrates the simulated and measured Fmin and Gmax at 122GHz versus current

density for the 4.5μm SiGe HBT. Also shown are the minimum total noise figure F∞,min = 1+

Mmin and the total noise figure F∞,Gmax = 1+MGmax corresponding to the source admittance

for maximum gain YS,og. The noise factors F∞,min and F∞,Gmax of the infinite chain are

based on the measured data, obtained using the methodology described in [1]. Due to the

small power gain of the device, less than 5 dB, the minimum total noise figure, F∞,min is

2 dB higher than the minimum noise figure Fmin of a single transistor. Notably, the current

density for minimum F∞,min, approximately 0.7-1mA/μm, is considerably higher than the

one that yields the minimum Fmin. Furthermore, if the transistor is matched directly for

maximum gain, the resulting overall noise factor F∞,Gmax would be only 0.7 dB higher than

F∞,min.

Figure 2.14 illustrates F∞,min of an infinite cascade of 4.5μm HBTs along with the Fmin

and Gmax of a single device versus frequency. As the frequency increases and the gain drops,

F∞,min rapidly increases, as it becomes dominated by the gain of the device. On the contrary,

Fmin increases only moderately by approximately 1 dB, highlighting the fact that at mm-wave

frequencies Fmin can be misleading as far as the resulting amplifier performance is going to

be.

2.3. Passive Components

Sections 2.1 and 2.2 have focused on the calculation of the optimum source and load

admittances than maximize the power gain and minimize the noise contribution of amplifiers.

However, the circuit designer, having to work with fixed source and load admittances, needs

to resort to matching networks, as was depicted in figures 2.2 and 2.3.

Matching networks almost exclusively involve the use of passive components [41], most

often inductors and capacitors, but also more complicated structures such as transmission

lines, transformers and coupled lines, or even varactors. Examples of some commonly en-
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Figure 2.13: Measured (lines and symbols) and simulated (dashed lines) Gmax and Fmin for
a 4.5μm HBT at 122GHz. Mmin and MGmax also shown, are extracted from the measured
data.

Figure 2.14: F∞,min, Fmin and Gmax versus frequency of a 4.5μm HBT [1].
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Figure 2.15: Two examples of matching networks.

countered transformation networks are illustrated in figure 2.15. Clearly, a large number of

passive components is required.

There are advantages and disadvantages in passive component design at high frequencies.

Specifically, as the frequency increases, the same impedance Z can be realized with smaller

inductors and capacitors. Smaller values of passives implies that their size will also shrink,

rendering them much friendlier to integrated circuit implementation and reducing the overall

die size. However, at increasing frequencies, the resistive loss of the metal required to create

passives also increases, due to the skin effect, by a factor of
√
f . In addition, the loss due

to the conductive silicon substrate underneath the components, especially under the spiral

inductors (also known as the eddy current loss), also increases with frequency by a factor of

f [77]. This unwanted loss in passives is captured in their quality factor, Q, defined as the

ratio of reactive energy stored over the energy dissipated in resistive losses:

Q =
ES

ED

=
X

R
(2.41)

The loss limitations might initially seem as a show-stopper for high-frequency and partic-

ularly mm-wave passives. However, a more careful consideration proves the contrary. First,

the substrate losses might increase with frequency but they also decrease with footprint [78],

which actually decreases with frequency. Second, if the frequency scales by a factor s, the

same reactance X = ωL can be realized by an inductor that is s times smaller L/s, whereas

the metal loss due to the skin-effect increases only by
√
s, thereby improving the resulting

Q [79]. Third, modern semiconductor processes, even the ones aimed purely for digital cir-

cuits, have to improve their back-end of the line (BEOL) metallization, in terms of metal

thickness and distance from the substrate6. This is the only way to reduce the I · R losses

in the supply distributions. Examples of such improvements have been the migration from

aluminum to copper as the main BEOL material, as well as the introduction of an ultra-

6The distance to the substrate of the top metals increases due to the fact that the total number of metals
and the thickness increases.
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Figure 2.16: Simplified cross-sections of the IC processes under consideration.

thick metal in microprocessor processes [29]. Overall, as also demonstrated in [80], at higher

frequencies, the passive components will demonstrate similar, or even improved, Q provided

that their size scales.

To further examine the above point, three characteristic passive components, inductors,

capacitors and microstrip transmission lines, were designed and simulated using a 3D electro-

magnetic simulator in both the 130 nm SiGe BiCMOS and 45 nm SOI CMOS technologies.

Simplified cross-sections of the BEOL of the two technologies, which will ultimately de-

termine the performance of the passives, are shown in figure 2.16. Interestingly, the two

cross-sections of two entirely different processes are very similar, the main difference being

the material of the top metal. It should be noted that aluminum is almost 1.6 times more

resistive than copper.

The inductors, which are the elements that dominate the loss of the matching networks

due to their lower quality factors, are formed using the top metal layer. A hole is also opened

on the ground plane underneath them, exposing the silicon substrate. The resulting structure

resembles a co-planar waveguide inductor [81], on top of the lossy silicon substrate which can

complicate the mode of field propagation [78, 80, 81]. Although the opening of the ground

plane introduces the substrate loss, it is customary done in inductors because it reduces

their parasitic capacitance to the ground, which would cause the inductor to self-resonate

and become a capacitor [78].

Figure 2.17a shows the simulated effective L andQ7 of a 270 pH spiral inductor designed in

7L was calculated from L =
Im(y−1

11 )
ω while Q = Im(y11)

Re(y11)
. These definitions are also known as the effective

L and effective Q [82].
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both SiGe and CMOS process and whose top-view is sketched in figure 2.17b. An inductance

of this magnitude would be useful in matching networks around 40GHz. In both cases, the

effective inductance is initially relatively constant with frequency and then starts increasing.

This happens due to the interaction between the inductance of the coil and the parasitic

capacitance between its turns [78]. Since the top metal of the SiGe process is thicker than

the CMOS (3μm versus 2.2μm), this effect manifest more intensely, with a sharper increase

of the inductance. The peak Q of the SiGe inductor is considerably higher than the CMOS

(19 versus 15), which is attributed primarily to the lower metallic losses in the thicker,

copper, top metal layer, as opposed to the aluminum in CMOS. Keeping in mind that the

distance to the substrate and the footprint of the spiral is almost the same in both processes,

this demonstrates that the conductor and not the substrate losses dominate, which is in

agreement with the analysis in [80].

Figure 2.17c shows the L and Q of the 85 pH inductor sketched in 2.17d. The peak Q

of the 85 pH inductors is improved compared to the 270 pH ones, which again indicates that

the conductor skin-effect losses dominate. Moreover, it becomes clear that high-Q inductors

are possible at mm-wave frequencies and that their loss will limit, but will not dominate the

circuit performance.

Integrated capacitors usually have higher Q than inductors, unless their value is very

large. There are two types of capacitors typically found in IC processes. The Metal-Insulator-

Metal (MiM) capacitors which are standard, parallel plate capacitors with a high-k dielectric

between them. Most often, the MiM capacitor is not part of the standard process metalliza-

tion and comes at an additional cost. The Metal-Oxide-Metal (MoM) capacitor is formed

by interdigitating metal “fingers”, and bringing them as close to each other as the design

rules permit, taking advantage of their natural vertical and lateral capacitive coupling. The

metal fingers are realized using the standard process metals, which especially in nanoscale

CMOS, can be extremely dense, maximizing the capacitance per unit area.

Figure 2.18 illustrates the capacitance and Q of an 80 fF MiM capacitor in the SiGe

process, as compared to a MoM capacitor of the same value in the 45 nm CMOS process. This

capacitance value would be useful in matching network design in the 100-140GHz region. In

both cases, the Q of the capacitor is very high and the loss burden it will introduce in the

matching network will be negligible. However, proper optimization of the structure and of

the aspect ratio of the MoM capacitor led to markedly higher Q than the MiM. The reason

for the reduced MiM Q is the fact that in order to bring the two plates as close as possible,

their corresponding thickness has to be very small, increasing the associated resistance.

Finally, figure 2.19 illustrates the simulated parameters of a 50Ω microstrip transmission

line in both processes. A comparison between these simulations and measured data can
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(a) 270 pH inductors L and Q.

30μm

(b) 270 pH inductor top-view.

(c) 85 pH inductor L and Q.

20μm

(d) 85 pH inductor top-view.

Figure 2.17: Simulated L and Q versus frequency of two inductors in the SiGe and CMOS
processes.
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Figure 2.18: L and Q of an 80 fF capacitor in the SiGe and CMOS processes.

be found in [2, 83]. In both cases the top metal layer was used for signal conductor of the

line whereas the ground planes were formed as indicated in figure 2.16. The characteristic

impedance shows the expected quasi-TEM [41] propagation behavior with little variation at

high frequencies. The almost dispersion-less quasi-TEM propagation is also verified by the

linear behavior of the imaginary part of the propagation constant, β. The attenuation, which

is dominated by the conductor loses, is very low in both cases, lower than 1 dB/mm even at

200GHz. The CMOS transmission line exhibits slightly higher loss than the SiGe case for

the same reason as in the inductor Q. Figure 2.19d shows the quality factor, Q = β/2α,

that would be attained if the lines were used as stub inductors or capacitors. The resulting

quality factor is exceptionally high due to the low attenuation of the lines.

2.4. Routing of High Speed and Control Signals

Physical layout of circuits at mm-wave frequencies presents new, significant challenges

that are not encountered in such intensity at lower frequency (<5GHz) design. Especially at

frequencies above 100GHz, a seemingly “innocent” interconnect between two circuit elements

can significantly affect their performance. Even worse, as will be shown in the next section, an

inconsistency in the on-chip power and ground distribution networks can even cause the entire

design to fail, a problem that cannot be easily identified by the available electromagnetic

simulation tools due to the complexity of these networks. The purpose of this and of the

following section is to highlight the potential problems and provide design rules that can

help alleviate them.
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(a) Characteristic impedance Z0. (b) Attenuation α.

(c) Phase delay β. (d) Quality factor β/2α.

Figure 2.19: Parameters a 50Ω microstrip line in the SiGe and CMOS processes.
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2.4.1. Routing of High Speed Signals

A wire at high frequencies behaves essentially like a transmission line. It can thus trans-

form the impedance ZL, seen at its one end, to Zi at the other end:

Zi = Z0
ZL + Z0 tanh(γl)

Z0 + ZL tanh(γl)
= Z0

ZL + Z0 tanh(αl + jβl)

Z0 + ZL tanh(αl + jβl)
(2.42)

where l is the wire length, Z0 its characteristic impedance and γ = α + jβ is the prop-

agation constant. Even if the line is lossless (α = 0), it will still perform transformation

of impedances. Z0 and γ depend on the characteristics of the line, i.e. the width and the

metal layer that the wire is formed at, as well as the distance of the wire from its ground

return path [10]. Therefore, not only the wire itself matters, but also the ground plane that

surrounds the circuits, which needs to be wide enough in order to minimize its impact.

Whenever two circuit elements need to be connected, a wire will have to be inserted in

between. For example, in the matching networks of figure 2.15, wires will have to be inserted

between the transistors and the inductors and capacitors of the matching networks. Since

the very role of the matching networks is to transform impedances, any unwanted further

impedance transformation that will be introduced by the interconnects will have an adverse

impact. In extreme cases where the designer is working with conditionally stable devices,

the impedance shifts can push the transistor into its unstable region, causing the amplifier

to oscillate.

It thus becomes clear that systematic methods to handle the interconnects are required.

In this work, two categories of interconnects are identified and corresponding methods are

proposed to address them. The first category consists of cases where the circuit blocks can

be as close to each-other as possible, e.g. between components of the same amplifier. The

second category has to do with connections between blocks that have to be spaced further

apart due to layout and isolation requirements. During the design of large systems, the

decision to which of the two categories each block falls into can be made early on in the

design phase and appropriate action can be taken to minimize design iterations.

Consider the first case where short interconnects are possible. As illustrated in fig-

ure 2.20a, the wires that connect the amplifier to the matching network can be considered

part of the matching network itself. Since these wires are electrically short (l << λ/2), they

will behave like small inductors. As a result, it will be possible to absorb them into the

matching network only by adjusting its component values, i.e. without having to radically

change its topology, as shown in the example of figure 2.20b.

In this process, only minimal design iteration will be necessary after the transition from

the schematic design to the physical layout. This iteration will mainly involve measuring the
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Figure 2.20: Handling of short interconnects.

length of the wires and simulating their performance with an electromagnetic simulator (or

even using scalable models). However, it should be stressed out that in order to accurately

predict their behavior, some knowledge of the return path is necessary. This is easy in

differential circuits because in the odd mode of operation each of the two wires at their

input and output will be the return path for the other. However, in single-ended circuits a

consistent, wide ground plane that is not very far from the main wire is necessary in order

to minimize its impact and safely ignore it in simulation. This becomes possible with the

grounding technique discussed in the next section.

The second category, that involves long interconnects between blocks placed physically

apart, can be dealt with the method illustrated in figure 2.21a. Since it is very difficult to

know the exact distance of the two blocks until late in the design phase, the easiest method

to preemptively handle the problem is to introduce introduce fixed 50Ω interfaces8 at the

input and output of the blocks that need to be connected. Subsequently, these two blocks can

be connected with a 50Ω transmission line of any length, without affecting their operation,

other than the loss of the line which, as shown in the previous section, is quite low. On

the downside, this procedure requires using two separate matching networks at the output

and input of the circuits to be interfaced. Since these matching networks will introduce loss,

occupy area and increase the design effort, the use of this method of interfacing should be

minimized.

8Any other real impedance other than 50Ω can be used for this interface, provided that a low loss
transmission line of the same characteristic impedance is realizable.
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Figure 2.22: Coupling from noisy blocks through bias and control lines.

Figure 2.21b depicts a typical example where interfacing with long transmission lines

is necessary. In radio transceivers, the synthesizer that generates the oscillator signal is

usually placed further apart from the other circuits to increase the isolation and due to

layout limitations. The routing of the oscillator signal can be easily handled if two 50-Ω

buffers are included at the output of the synthesizer and the input of the mixer.

2.4.2. Routing of Bias and Control Signals

In every system, it is necessary to route bias and control signals from the control blocks

that generate them over very long distances in the chip. This does not present significant

challenges in low frequency design, where those lines are routed with the only consideration

being to minimize the space they occupy. However, at higher frequencies where coupling

between adjacent structures increases, even the DC control lines can pose new problems.
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As illustrated in figure 2.22, if control lines whose destinations are different blocks are

routed relatively close to each other, noise and other interfering signals can couple from

“noisy” blocks, such as a frequency divider or a power amplifier to a sensitive block, like

the oscillator. This deleterious effect can degrade the noise-sensitive blocks and impact the

overall system performance.

A solution to this problem would be to route the bias/control lines as far from each other

as possible. However, this is not always possible due to space limitations, especially in big

systems where hundreds of control lines need to be routed. Therefore, it is necessary to

figure out a method to allow control lines to be routed close to each other and yet ensure

that they are still adequately isolated. Figure 2.23a shows a typical example of two control

lines routed with the minimum allowed distance between them. In order to isolate the lines

from surrounding structures, they are enclosed in a ground Faraday “cage” formed with the

metal layers above and below them along with vias. Figure 2.23b illustrates an improved

method of routing the lines side-by-side but still increasing their isolation. In this case the

lines are still enclosed in a cage but their distance is slightly increased in order to introduce

vias between them.

Figure 2.23 illustrates the simulated isolation between the two control lines for the two

cases, when their length is 100μm. Surprisingly, when no via is present, the isolation is only

20 dB after approximately 40GHz, even though the two lines are still surrounded by ground-

ing structures. This affirms the problems that can be caused at high frequencies by routing

control lines next to each other. On the contrary, significant isolation improvement, by al-

most 30 dB, was attained by introducing the vias between the lines, and without significantly

increasing the occupied space.

2.5. Supply Distribution and Grounding

The previous section dealt with the impact that the non-ideal behavior of wires has on

high speed interconnects between blocks. Most often, these blocks contain transistor circuits

that need to be connected to the power supply and the ground. During the design phase, it

is common to consider both the supply and the ground to be ideal zero potential nodes at

any frequency other than DC. As was the case with interconnects, this is not always a valid

assumption. As the frequency increases, the supply and ground nodes start behaving quite

differently due to the fact that the metals used to route them also act as transmission lines,

generating finite impedances and thus finite potential at these nodes.

The study of this detrimental effect needs to consider single-ended and differential circuits

separately, as the impact on each is quite different. Figure 2.24 illustrates a differential

circuit along with a realistic model of what the supply and ground nodes consist of. The
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Figure 2.23: Impact of bias/control signal routing.
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Figure 2.24: Grounding in differential circuits.

DC supply voltage is usually provided from off-chip through on-chip to off-chip interfaces,

such as bondwires in simple packages or bumps in more advanced flip-chip packages. In

any case, these interfaces are never optimized for high frequency performance and act as

inductors whose magnitude can be up to several nH. On chip, there is a decoupling network of

low Equivalent Series Resistance (ESR) capacitors, whose magnitude is significantly smaller

compared to the off-chip capacitors due to size limitations. Finally, there is distribution

network that routes the supply and ground nodes from the edges of the chip to the location

of the circuit.

All the aforementioned components can produce a complicated frequency response in

the impedance looking from the circuit towards the supply/ground network. As highlighted

in figure 2.24 there is great benefit stemming from the differential nature of the circuit.

Specifically, because it is operating in the odd mode, virtual grounds are formed at both the

supply and ground nodes where the two sides of the differential circuit as summed together.

Therefore, with only a few exceptions [84], such as common-mode stability, that are relatively

easy to deal with, what happens at the supply and ground nodes is largely irrelevant to the

operation of the circuit.

The situation is quite different for single-ended circuits, as shown in figure 2.25. The

absence of the virtual ground due to the single-ended operation necessitates the use of a

local decoupling capacitor. Ideally, this capacitor behaves like a short-circuit and provides

a low-impedance return path for the AC current. However, on-chip capacitors can be far

from ideal, suffering from series inductance, especially due to the vias that are required to

connect to them. Moreover, the difficulty of physically connecting the capacitor from the

supply back to the circuit ground can introduce a ground inconsistency in the form of series
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Figure 2.25: Grounding in single-ended circuits.

inductance (fig. 2.25).

To examine these issues in more detail, several MiM capacitors from the SiGe BiCMOS

process have been simulated with a 3D electromagnetic simulator. Figure 2.26 illustrates

the magnitude of the capacitor input impedance when their other end is short-circuited, i.e.

when the capacitor is decoupling. Interestingly, each capacitors resonates at frequency that

depends on its size, and is therefore suitable for decoupling only in a certain frequency region.

If the decoupling capacitor is made too big, it will resonate early on and might appear as an

inductor at the desired frequency, large enough to interfere with the operation of the circuit.

Furthermore, as explained in [85], using multiple capacitors of various sizes will only help

minimally.

Although proper selection of the decoupling capacitor size for the desired frequency range

in narrow-band circuits can cause it to have a negligible impact on the circuit operation, the

problem of ground consistency still remains. The physical distance between the other end of

the capacitor and the circuit ground needs to be covered with the widest possible wires in

order to minimize their inductance. This inductance is almost impossible to simulate using

electromagnetic simulators due to the complexity of the ground structure.

Using differential circuits would solve these problems. There are cases however, where it

is necessary to use single ended-circuits. Examples are the circuits that are right before and

after the antennas, which are usually single ended. Therefore, the question arises whether

a supply/ground distribution structure can be developed that will provide the necessary,

broadband decoupling, without having to rely on the proper selection of the decoupling ca-

pacitor. In addition, the same network should provide a risk-free, low-inductance connection

to the ground that will relieve the designer from having to examine every single ground

connection for its consistency.
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Figure 2.26: Electromagnetic simulation of |Zin| = |y−1
11 | of decoupling capacitors of various

sizes.
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Figure 2.27: Cross-section of the supply-ground stack.
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Modern semiconductor processes offer several metal layers in their BEOL, in many cases,

more than ten. Moreover, because of the interconnect density required by the digital cir-

cuits, these metals can be quite dense and tightly packed. The metal layers can be used

alternatively for supply and ground distribution, i.e. metal layer 1 for ground, metal 2 for

supply, metal 3 for ground etc, as sketched in the cross-section of figure 2.27. This results

in a “sandwich” between supply and ground planes that introduce significant decoupling

capacitance between them. The “sandwich” can cover large areas of the chip that would

otherwise be empty, generating a large, distributed decoupling capacitor. The large width

will also result in very low inductance, which in conjunction with the large distributed de-

coupling capacitor will generate very low impedance, Zin in figure 2.27, between the supply

and ground.

An equivalent view of this structure is as a transmission line where the signal conductor

is the supply stack. The ports of such a transmission line are denoted in figure 2.27. The low

inductance - high capacitance combination will generate a very low characteristic impedance

Z0 =
√
L/C, which according to equation (2.42), implies that the input impedance will be

very low regardless of the termination at the other port.

The only obstacle for generating this structure is the metal density rules enforced by the

integrated circuit foundries. These rules require from the circuit designer not only to have

a metal density within a certain range, but also prohibits the creation of solid metals of

very large dimensions. This problem can be surpassed by replacing the solid metals with a

mesh-like structure [86,87], whose unit cell is sketched in figure 2.28. Slots of different shapes

(cross vs. square) are introduced in the alternating metal layers, not only to fulfill the metal

density rules, but also to allow for vias to shunt the alternating ground and supply layers

with each other. Furthermore, contacts are introduced in the silicon substrate (figure 2.28a),

connecting it to ground, in order to reduce the substrate coupling at high frequencies. The

dimensions of the unit cell are conveniently chosen, e.g. 5μm×5μm, and by repeating several

cells next to each other, both horizontally and vertically, a supply distribution network of

arbitrary width can be generated. The top view of a portion of this network is depicted in

figure 2.29.

To evaluate the performance of the mesh structure, an electromagnetic simulation was

performed on a W ×L = 100μm× 200μm section that utilizes five of the six metal layers of

the SiGe BiCMOS process. Figure 2.30a reproduces the simulated characteristic impedance

of the structure. Z0 as low as 0.4Ω was obtained at high frequencies, demonstrating the

capability of the mesh to decouple without the use of an external capacitor in that range.

However, the lack of adequate capacitance at low frequencies, below 0.5GHz, causes a sharp

increase of the characteristic impedance and shows that decoupling capacitors are still needed
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(a) Simulated characteristic impedance of the W ×
L = 100μm× 200μm section of mesh.

(b) Simulated input impedance of the decoupling net-
work of figure 2.25.

Figure 2.30: Decoupling capability of the mesh structure.

at lower frequencies.

Figure 2.30 reproduces the simulated input impedance Zin of the whole decoupling net-

work of figure 2.25 when 1 nH bondwire inductors are assumed. The impedance of the

network is below 4Ω across a very wide frequency range, from DC to 200GHz. The very

low frequency decoupling is handled by the external capacitors until they resonate, a point

at which the lumped on-chip capacitors kick-in. The on-chip capacitors will also resonate

along with the bondwire inductors, causing the 4Ω resonance. At higher frequencies, the

decoupling will be handled exclusively by the mesh. An impedance even lower than 4Ω at

the resonance is also possible by increasing the size on the on-chip capacitors. Also shown in

figure 2.30 is the behavior of Zin when a local 350 fF decoupling MiM capacitor is included.

The capacitor has minimal impact and if necessary, it can even be omitted since the mesh

structure provides adequate decoupling.

As an example for the above methodologies, figure 2.31b shows a physical layout sketch

of the schematic of figure 2.31a. The circuit is completely surrounded by the supply/ground

mesh structure, rendering the corresponding connections very easy. The possible ground

return paths are also marked in the sketch, where it can be seen that they can be quite

long. Therefore, if they are not made by very wide conductors, such as those found in the

mesh, the inductance contribution of the return path can be significant. Even in this simple

example, the layout of the return path is already complicated and it will not be exactly

known until the layout of a whole block is complete, complicating (if not making impossible)

its exact simulation.
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2.6. Summary

This chapter presented some crucial particularities of the theory behind high frequency

circuit design. This theory, along with the measured and simulated transistor data of sec-

tions 2.1.3 and 2.2 and the simulated passive components of section 2.3 will be used to guide

the design of circuits in the following chapters. The physical design rules of sections 2.4

and 2.5 have proven extremely valuable and are employed in every circuit block presented

in this thesis.



3
Design of a 45 nm SOI

CMOS Stacked-Cascode

Power Amplifier

T
he ever-increasing demand for low-cost portable communication devices pushes for

higher integration of wireless transceivers in deeply-scaled silicon technologies. Given

the overwhelming digital content of a mobile platform, ideally, the RF components should be

realized with topologies that allow for their seamless scaling into 22-nm and 14-nm CMOS

technologies. The power amplifier (PA) remains one of the most challenging circuit blocks

to implement in nanoscale CMOS due to the strict requirements for output power, efficiency

and linearity imposed by wireless communication standards.

As will be analytically presented in section 3.1, the low breakdown voltage of nanoscale

FETs limits the maximum drain voltage swing and the maximum achievable output power.

In order to circumvent this problem, a typical approach is to increase the device size and

use a reactive matching network to transform the load resistance to a value significantly

lower than 50Ω. Nevertheless, due to the typically low-Q passive components that can be

manufactured in nanoscale CMOS, and because of the high impedance transformation ratio

involved, most of the additional output power that would be gained by increasing the device

size is wasted in resistive losses in the matching networks, resulting in poor efficiency.

In this chapter, a purely digital, scalable solution for PAs that takes advantage of the

significant fT/fmax improvement in pFETs as a result of strain engineering will be presented.

The proposed Class-D power amplifier, features a stacked, cascode CMOS inverter output

stage which facilitates high voltage operation while employing only thin-oxide devices in the

45 nm SOI CMOS process.

The chapter is organized as follows. Section 3.1 reviews the basic power amplifier design

theory and introduces the most important design challenges, while section 3.2 revisits the

common methods employed to address them and their corresponding drawbacks. Section 3.3

introduces the proposed stacked cascode CMOS power amplifier topology and sections 3.4

and 3.5 present the design methodology necessary to improve its frequency of operation and

efficiency. Finally, sections 3.7 and 3.8 present the implementation details and measurement

46
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Figure 3.1: Basic power amplifier design.

results, respectively.

3.1. Power Amplifier Design Theory Synopsis and Motivation

3.1.1. Output Power and Ropt

The design of power amplifiers generally differs from that of the small-signal amplifiers

presented in chapter 2. When the maximum output power is considered, the transistor needs

to be treated at least as a simple nonlinear device, whose output voltage is limited within

certain ranges. This leads to design equations than differ from those of linear amplifiers

presented in chapter 2.

Consider the simple amplifier of figure 3.1a where L∞ and C∞ are an ideal, infinitely

large inductor and capacitor respectively (also known as ”RF choke” inductor and ”big fat”

capacitor). The amplifying device is an nFET, but it could be replaced by any semiconductor

device.

The maximum power is delivered to the load when the swing at the drain of the FET

is maximum, since C∞ acts as a short circuit. Due to the presence of L∞, the theoretically

maximum drain swing is 2VDD [88, 89]. However, in practice, the semiconductor device

imposes limitations due to its non-ideal behavior at the two edges of the voltage excursion.

This is better illustrated in figure 3.2 where the drain current of a 45 nm nFET is plotted

versus VDS for different values of VGS, along with the load line imposed by RL. The slope of

the load line is set by RL and its absolute location is defined by its midpoint M, located at

VDS = VDD. On the upper side, the maximum VDS, Vmax, is limited by the breakdown region

of the device that marks the onset of breakdown phenomena [51]. Apart from increasing the

output conductance, these deleterious effects cause reliability problems, ultimately leading to

the catastrophic, irreversible breakdown. Vbrk generally depends of the frequency of operation
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Figure 3.2: Power amplifier load-line.

and in CMOS, when operating in the GHz range, it is located at twice the maximum supply

voltage for digital circuits.

The minimum VDS, Vmin, depends on a variety of factors that are under the control of the

circuit designer, especially on the transistor width. If linear operation of the PA is required,

then Vmin = VDsat, i.e, the transistor should not enter the triode region. In non-linear PAs,

where the transistors operate as switches, Vmin = ImaxRon where Ron is the ”on” resistance

of the switch. This implies that the transistor needs to be as wide as possible is order to

minimize Vmin and maximize the output swing.

From figure 3.2 and the boundary condition imposed by the inductor, the following two

equations can be derived:

Vmax − Vmin

Imax − Imin

= −RL (3.1)

Vmax + Vmin

2
= VDD (3.2)

In the limit, Vmax = Vbrk and Imin = 0. Solving equations (3.1) and (3.2) for VDD and Imax

yields:

Imax =
Vbrk − Vmin

RL

� Vbrk
RL

(3.3)

VDD =
Vbrk + Vmin

2
� Vbrk

2
(3.4)
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where the approximation that Vmin � 0 is valid especially for nonlinear PAs. From the

above equations, it can be concluded that the PA supply voltage VDD must be set to an

appropriate value, such that when the maximum VDS is limited by Vmin to 2VDD − Vmin,

it will be sufficiently low to avoid entering into the breakdown region of the device. The

maximum power at the load, known also as the saturated output power (Psat), becomes:

PL = Psat =
[(Vbrk − Vmin)/2]

2

2RL

=
(VDD − Vmin)

2

2RL

� V 2
DD

2RL

(3.5)

where RL is typically 50Ω.

Since Vbrk and thus VDD is set by the semiconductor technology, the only method to

increase the output power beyond the limit set by the above equation is to decrease the

load resistance. Although RL is almost always fixed to 50Ω, load reduction can be achieved

by invoking an impedance transformation network, as depicted in figure 3.1b. The new

resistance that the network has to transform to can be calculated by [88]:

Ropt =
(VDD − Vmin)

2

2PL

� V 2
DD

2PL

(3.6)

After Ropt is selected, the current Imax that the transistor needs to provide can be calculated

by equation (3.3):

Imax =
Vbrk − Vmin

Ropt

=
2VDD − Vmin

Ropt

� 2VDD

Ropt

(3.7)

In nanoscale CMOS, where the transistor gate length is scaled down to a few tens of

nanometers, Vbrk decreases in every technology node. For example, in the employed 45 nm

SOI CMOS process, VDD is set to 1.1V, i.e. to the maximum digital supply plus 10%. If

23 dBm output power is required, Ropt must be only 2Ω! and the transistor needs to provide

a maximum current of 1A. Such a small Ropt and huge current will easily be overwhelmed

by resistive parasitics, generating significant I · R losses that will limit the efficiency. In

addition, transferring such large currents through the integrated circuit metal wires would

generate electromigration reliability issues, mandating the use of very wide metals, rendering

the design of passive components challenging and their area occupation significant. In deeper

scaled CMOS nodes, such as 28 nm and 22 nm, Ropt will get even smaller for the same output

power, further exacerbating the problem.

Figure 3.3 illustrates the two possible L-match networks that are able to step-down RL to

Ropt. The inductors suffer from relatively low quality factors, introducing RLs in figure 3.3,

that will dissipate a portion of the power that the transistor sends towards the load. For

the circuit of 3.3a, the efficiency, defined as the ratio of power delivered to the load, over the
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Figure 3.3: Step-down L-match topologies.

total power provided at the input of the network is calculated by [10,90]1:

η =
PL

Pin

=
QL

QL +QM

(3.8)

where QL is the quality factor of the inductor and

QM =

√
RL

Ropt

− 1 (3.9)

This equation shows that both the quality factor of the inductor and the transformation

ratio RL/Ropt are important: the smaller the QL and Ropt are, the lower the efficiency of

the matching network. Figure 3.4 shows the efficiency versus the power delivered to the

load PL for the matching networks of figure 3.3 when VDD is fixed to 1V, and impedance

transformation needs to be performed to increase the output power. According to the EM

simulations of chapter 2, QL = 15 is a reasonable value for inductors below 50GHz. The

efficiency suffers more at high output powers with η at only 63% when PL = 23 dBm and

QL = 15.

On top of the above efficiency reduction, one must also account for the finite efficiency of

DC-to-RF power conversion in the nFET device, which will be the subject of the following

section. It thus becomes evident that a different design approach must be pursued to increase

the output power without Ropt becoming excessively small is necessary in nanoscale CMOS.

3.1.2. Amplifier Class of Operation

The theory presented in the previous section did not assume a certain waveform shape

for the transistor voltage and current. This shape defines the class of operation of the power

1The analysis of the network of figure 3.3b is more involved but its efficiency can be approximately
calculated by the same equations, provided that QL > 10.
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Figure 3.4: Matching network efficiency versus output power for different values of QL.

amplifier and depends on the input voltage as well as on how the PA is biased. The class

of operation is tightly linked to the efficiency and linearity. The efficiency of a PA, or drain

efficiency, is defined as:

ηdrain =
PL

PDC

(3.10)

where PDC is the power dissipated from the DC power supply. ηdrain does not account for the

input power required to drive the transistor, which can be considerable at high frequencies.

This is captured by the Power Added Efficiency (PAE):

PAE =
PL − Pin

PDC

(3.11)

Consider the case that the amplifier of figure 3.1a is biased as linear, class-A amplifier.

Its input and output waveforms are shown in figure 3.5. The gate bias VGG and voltage

swing are set accordingly so that vG does not fall below the transistor threshold voltage VT ,

avoiding turning off the device. As a result, the output current (fig. 3.5b) swings around

IDD and never goes to zero, which would cause positive clipping of the output voltage vD

(fig.3.5c). Similarly, the maximum current is set such that VDD − ImaxRL > VDsat, thus

avoiding negative clipping in vD.

Although the class-A PA amplifies the input signal with minimal distortion, it suffers

from low efficiency. Specifically, since there is always current flowing through the device when

there is voltage across it, it will consume power, vDiD, across the whole conduction period.
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Figure 3.5: Class-A voltage and current waveforms.
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Figure 3.6: Class-AB voltage and current waveforms.

This limits the maximum theoretical drain efficiency of a class-A amplifier to 50% [88,89].

The efficiency of the class-A amplifier can be improved, by trading it with linearity in the

class-AB amplifier, whose waveforms are illustrated in figure 3.6. In contrast to the class-A

stage, the bias voltage VGG is set such that vG falls below the threshold voltage for a certain

portion of the cycle. This results in the clipped current waveform of figure 3.6b which apart

from the fundamental component ω0 of the input voltage, it also contains the harmonics at

2ω0, 3ω0, . . .. This results in harmonic distortion which is usually dealt with an output filter

that presents a short-circuit at frequencies higher than ω0, thus shunting the higher harmon-

ics of the voltage. Obviously, there is no ”free-lunch” in distortion, and if the input signal

is modulated by a non-constant envelope, as is always the case in modern communication

systems, there will still be intermodulation distortion even if the filter is present. Never-

theless, since there no current flowing through the device when vD is maximum, the power

consumption of the device is reduced and the efficiency is considerably improved compared

to the class-A case.

Depending on the portion of the period that the device is on, also known as the conduction
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Figure 3.7: Class-D voltage and current waveforms.

angle φc, the efficiency of the class-AB PA can vary from 50%, when φc = 360◦ to 78.5%

when φc = 180◦ [88, 89], with the distortion increasing along with the efficiency. φc = 360◦

is the limit when the class-AB amplifier becomes class-A whereas when φc = 180◦ is known

as class-B operation.

The idea of minimizing the current-voltage overlap is taken to extreme by the class-D

amplifier, whose waveforms are shown in figure 3.7 [91]. In this case, the input voltage is

not a sinusoid, but a digital pulse train that swings from 0 to the maximum allowed input

voltage, usually VDD. This essentially forces the transistor to operate like a switch, causing

voltage and current pulses at the output, as shown in figures 3.7b and 3.7c. The transistor

will, ideally, have either zero voltage across its terminals, or zero current through it, pushing

the theoretical maximum efficiency to 100%.

No output filter has been assumed in the waveforms of figure 3.7. Therefore, the har-

monics of both the voltage and of the current are able to ”see” the load RL resulting in

pulse waveforms on the load as well as the transistor drain. In applications where this is not

acceptable, a series L-C filter is introduced at the output, as shown in figure 3.8, allowing

only the fundamental component of the current to flow into the load. The resulting amplifier

is usually referred to as the voltage-mode class-D [91] and the corresponding waveforms are

illustrated in figure 3.9. Since the series L-C filter presents an open-circuit at the odd har-

monics, the voltage waveform is still a pulse, thus retaining the 100% maximum theoretical

efficiency. In fact, more complicated waveform shaping is also possible by presenting an

open-circuit in the odd harmonics and a short-circuit in the even harmonics, a property that

is exploited by the class-F amplifier [88, 89], which is the ”cousin” of the class-D.

It should be noted that the above drain efficiencies of the various amplifier classes are

derived based on theoretical consideration for the voltage-current overlap on an ideal device.

In practice, the parasitic capacitances and the Ron of the transistor, which were ignored,
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Figure 3.8: Voltage-mode class-D power amplifier with series L-C output filter.
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Figure 3.10: Linearization methods for non-linear PAs.

will limit the efficiency to lower numbers than the theoretical maximum. This problem is

exacerbated at higher frequencies where the power dissipated in the capacitive parasitics

increases and dominates the efficiency.

The input waveforms of figures 3.7a and 3.9a for the class-D PA indicate that its operation

is highly non-linear and can only process constant-envelope input signals. In most cases, this

in not acceptable as the input signal has a variable envelope, necessitating the use of linear

amplification. Using non-linear components to achieve linear amplification (LINC) is an old

topic that has received considerable research attention recently. Although there are several

challenges in LINC systems that are still impeding their widespread adoption, they have a

huge potential in overcoming the efficiency problems that plague linear PAs, especially in

CMOS. This is true not only because they employ high-efficiency switch-mode PAs (like the

class-D), but also because many LINC architectures can offer high average efficiency when

processing signals with high peak-to average ratios. The drain efficiency numbers quoted for

the class-A and class-AB PAs correspond to the efficiency when they deliver the maximum

power, Psat, to the load. When the input signal is of variable envelope, there will be points

in time where lower output power is required. At lower output powers the efficiency of linear

PAs is much smaller than the peak, and as a result, the average efficiency when processing

a variable envelope signal will also be much lower.

Figure 3.10 illustrates three well-established methods of linear amplification with non-

linear amplifiers. Figure 3.10a shows the envelope elimination and restoration (EER) trans-
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mitter architecture. In this case, the baseband signal processor (DSP) decomposes the

transmitter signal into polar components (amplitude and phase). Subsequently, the phase

modulated sinusoidal signal at the carrier frequency is amplified by a digital preamplifier

and drives the switch-mode PA input. The amplitude signal is processed separately by a

high efficiency DC-DC converter and controls the power supply of the PA. When the input

signal amplitude is low, the power supply of the PA is reduced, generating the corresponding

amplitude at the output, and maintaining the overall efficiency of the system.

Figure 3.10b reproduces the block diagram of the outphasing transmitter architecture.

The DSP generates two constant amplitude, phase modulated signals that are amplified by

two non-linear PAs. When the two phase modulated signals are summed at the output, the

non-constant amplitude signal is generated. Lastly, figure 3.10c shows the block diagram of

a pulse-width modulated transmitter. In this case, the DSP includes a ΔΣ-modulator that

encodes the amplitude information of the signal in the duty cycle of the digital signal. After

being amplified, the signal is band-pass filtered at the output and the non-constant envelope

is generated.

The above architectures are especially appealing for implementation in CMOS technolo-

gies. Not only because the CMOS transistors can better operate as switches and can produce

high efficiency class-D PAs, but also because the massive DSP capabilities available in CMOS

allow for the implementation of superior LINC transmitters by correcting their various non-

idealities. Therefore, class-D mode of operation is selected for the PA in this work. No

specific LINC architecture is implemented and the primary focus will be on improving the

output power and efficiency of the PA, but the proposed system will be suitable for potential

use in all three LINC transmitter architectures.

3.2. Increasing the Ropt - Prior Art

Two methods can be devised from equation (3.6) to alleviate the problems associated

with low Ropt. The first approach, which is currently the most widespread, is to employ

power combining. The second involves the use of devices or circuit techniques that are able

to increase Vbrk and thus allow the use of higher power supply.

3.2.1. Power Combining

If the desired power level PL leads to a prohibitively low Ropt, PL can be split among

N smaller PAs whose outputs are summed through a power combiner. Since the power

required from each smaller PA is ideally PL/N , the new R′
opt each PA has to be presented
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Figure 3.11: Series transformer power combining.

with becomes:

R′
opt =

N(VDD − Vmin)
2

2PL

= NRopt (3.12)

Consequently, the Ropt of the individual PA is N times higher.

Several methods of power combining have been derived over the last few years. A popular

method involves the use of series transformers [92, 93] as illustrated in figure 3.11. Other

methods involve using 90◦ hybrids, in the balanced amplifier [41], λ/4 transmission lines [94],

or even multiple antennas and free space combining [95].

There are disadvantages associated with the power combining approach. At lower fre-

quencies, the size of the power combiner becomes excessively large, occupying a significant

amount of silicon area. This is in contrast with the design requirements of nanoscale CMOS

where the price of silicon is increasing almost exponentially and the chip size needs to be

minimized. Moreover, the passive power combiner will also introduce losses, which usually

increase with the number of input ports, i.e. the number of PAs whose outputs are to be

combined. This will reduce the benefit of combining and result only in modest improvements

the the overall system efficiency.

3.2.2. Thick Oxide and Extended Drain Devices

In almost every CMOS process, the manufacturer provides devices with thicker oxides,

whose primary purpose is to implement interface circuits for 2.5V and 3.3V digital logic.

These thicker oxide devices feature much higher breakdown voltages and have been proposed

for use in power amplifiers, e.g. in [96,97]. However, the thick oxide devices must have longer

gates and therefore suffer from considerably lower fT/fmax than the regular, thin oxide FETs

in the same process and as a result, they exhibit higher Ron and parasitic capacitances. This

would result in lower efficiency PAs due to the increased losses in these parasitics. In order

to partially alleviate this problem, the output stage of the PA is usually a cascode whose

common source transistor is a thin oxide device while the common-gate uses the thicker
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Figure 3.12: nFET stacked-cascode power amplifier.

oxide.

A similar approach is to employ various extended-drain FET (EDFET) [98–100] struc-

tures. These are usually thin oxide devices that feature higher breakdown voltages due to

different drain engineering than regular FETs. Nevertheless, as with the thick oxide devices,

they suffer from lower fT/fmax that limits the efficiency and maximum frequency of operation

of the PA. Furthermore, EDFETs are usually non-standard devices and are not offered by

all CMOS foundries.

3.2.3. nFET-only Stacked-Cascode

The breakdown voltage can also be increased using only standard, thin-oxide devices

along with circuit techniques. A method to do so is to employ stacking of N devices in

the stacked-cascode configuration, as shown in figure 3.12. This topology was known as the

”beanstalk” amplifier with bipolar transistors as early as 1964 [101], and was proposed for

GaAs MESFET power amplifiers in 1992 by M. Shifrin in [102]. TheN stacked standard, thin

oxide FETs have a breakdown voltage of NVbrk and can thus be biased from V ′
DD = NVDD.

The drain amplitude becomes N(VDD−Vmin), increasing the output power to NPL and Ropt

to R′
opt = NRopt. If the same output power PL as that of the single device is required from

the stacked PA, then R′
opt = N2Ropt



3.2 Increasing the Ropt - Prior Art 59

There are some important design considerations that need to be taken into account when

designing the stacked-cascode stage of figure 3.12. The resistors R1, . . . , RN of the resistive

divider need to set the transistor gate voltage at:

VG,i = VGG,i + (i− 1)VDD (3.13)

where i = 1, . . . , N . This condition will and ensure that

VS,i = (i− 1)VDD (3.14)

VD,i = i · VDD (3.15)

VGS,i = VGG,i (3.16)

I.e., the supply voltage NVDD will be split equally among the N transistors of the stack,

guarantying that they will not break down. The gate bias voltages VGG,i are set by the

resistive divider, formed by resistors R1, R2, . . . RN in figure 3.12, which are ideally infinitely

large. These voltage determine the conduction angle of the PA when operating in class-AB

mode and in the simplest case they can all be set equal VGS,i = VGG, or ever be slightly

varied as proposed in [103].

A second design consideration is related to the dynamic reliability. When the output

voltage swings between NVmin and 2NVDD − NVmin, it is necessary that it splits equally

between the N transistors, in a similar fashion to the supply voltage. However, the input

resistance Rin,i of the common gate transistors, when looking into their source is approxi-

mately 1/gm, which is close to zero. As the AC current id travels along the stack towards

the output, it gets multiplied with Rin,i at every intermediate node and generates the voltage

vs,i = Rin,iid which is also very small, since Rin,i = 1/gm. Without some design interven-

tion, this would cause all the output swing to develop at the drain of the Nth transistor,

while its source voltage is fixed at (N − 1)VDD. This would result in a maximum vDS of

2NVDD − NVmin − (N − 1)VDD = (N − 1)VDD − NVmin which would definitely cause it to

break down.

In general, to avoid this adverse situation and ensure equal splitting of the output swing

among the N transistors, the following condition needs to be satisfied [103]:

Rin,i =
i− 1

N
R′

opt = (i− 1)Ropt (3.17)

where i = 2, . . . , N . I.e. the output load R′
opt must also be split equally among the transistors

of the stack. Similar considerations hold for the gate voltage of the common-gate FETs. If

the gates are decoupled to ground with large capacitors, as in traditional cascode design, the
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vGD voltage will become very large when the output swings up, causing the Nth transistor

to break down.

Both these problems can be solved by the method adopted in [102–104]. It involves the

introduction of the capacitors CG,i at the gates of common-gate nFETs in figure 3.12. The

capacitors will increase their input resistance as follows [104]:

Rin,i � 1

gm,i

(
1 +

Cgs,i

CG,i

)
(3.18)

where Cgs,i is the gate-source capacitance of the ith transistor. By carefully adjusting the

values of CG,2, . . . , CG,N , the input resistances can be manipulated in order to satisfy equation

(3.17) and ensure reliable drain swings in every transistor of the stack. Furthermore, the

capacitive divider formed between Cgs,i and CG,i will transfer a portion of the source swing

to the gate, thus simultaneously reducing the maximum vGD voltage and making the overall

dynamic operation of the circuit reliable.

Lastly, when the output conductances of the transistors are ignored, the small signal

voltage gain of the circuit can be calculated with [103]:

Av =
gm,1RL(

1 + jωCgs,2

gm,2

)(
1 + jωCgs,3

gm,3

)
· · ·
(
1 +

jωCgs,N

gm,N

) (3.19)

At low frequencies, the gain is approximately Av = gm,1RL and decreases with increasing

frequency. In the limiting case, when the input peak-to-peak amplitude is VDD, it is necessary

for the amplifier to have enough voltage gain to generate output peak-to-peak amplitude of

N(VDD − Vmin). Therefore the gain must satisfy the following condition:

Av >
N(VDD − Vmin)

VDD

� N (3.20)

The original stacked-cascode amplifier of [102] was implemented using GaAs transistors.

GaAs is a semi-insulating substrate and in contrast to silicon, it does not have drain-bulk

and source-bulk junctions. If the circuit of figure 3.12 is implemented in bulk silicon, it

will suffer from bulk junction breakdown since the silicon substrate is kept at 0V and the

drain voltage will be a multiple of VDD. This can be partially alleviated in a triple-well

process, where the deep n-well can be employed to isolate the local transistor substrate and

connect it to its source. Nevertheless, there are still limits associated with the deep n-well

breakdown voltage, which in nanoscale CMOS is usually 2-3 times the maximum digital

VDD. Furthermore, the large deep n-well to substrate junction capacitance will have to be

continuously charged and discharged, degrading the PA efficiency.
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Figure 3.13: Cross-section of an SOI FET.

These problems can be circumvented in a silicon-on-insulator (SOI) CMOS process as

was originally proposed in [103]. The cross section of an SOI transistor is shown in fig-

ure 3.13. The transistor is isolated from the silicon wafer by the buried oxide (BOX) and

from neighboring FETs by the shallow trenches (STI). Therefore, there is no immediate

junction between the source and drain regions and the substrate, alleviating the breakdown

problem completely. Moreover, the BOX and STI are relatively thick oxides with a break-

down voltage higher than 15V, thus allowing the stacking of several devices.

3.3. The CMOS Stacked Cascode Power Amplifier

The stacked nFET cascode elegantly solves the low Ropt problem, while avoiding the use

of slower thick oxide or extended drain FETs. It has been applied with substantial success

in 130 nm SOI CMOS in [103] and 45 nm SOI CMOS in [105]. However, it still requires

an RF choke inductor to provide the power supply to the drain of the top transistor in

the stack. As illustrated in figure 3.14a, in class-AB PAs, the RF choke can be replaced

by an inductor that is designed to resonate in parallel with the output capacitance, thus

operating as a resonant DC-feed. Nevertheless, if class-D operation is desired to maximize

the efficiency, it is impossible to use this technique since the LD−Co tank will resonate only

at a single frequency, causing a short-circuit at the odd harmonics of the voltage, as depicted

in figure 3.14b. If the odd harmonics vanish, the vDS waveform turns into a sinusoid, instead

of a pulse, forcing the amplifier to operate in class-AB mode. Furthermore, it is very difficult

to implement an on-chip, broadband RF choke as it requires a large inductor that would

appear as an AC open at the fundamental frequency. Such an inductor would self-resonate

before the third harmonic, apart from occupying significant silicon area and introducing

considerable additional resistive parasitics.

Class-D operation without an RF choke inductor can be achieved with the circuit of
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Figure 3.14: nFET-only stacked cascode without the RF choke. LD and Co have to resonate
at the frequency of interest f0.

figure 3.15a. The proposed CMOS stacked-cascode PA is an extension of the simple CMOS

inverter class-D PA [91, 100, 106] and replaces the choke with N pFETs, on top of the N

devices of the nFET stack. As with the CMOS inverter driven by a periodic signal, during

each half of the conduction cycle, either the nFET or the pFET stack is on, while the opposite

stack is off, ideally behaving as an open circuit, thus replacing the operation of the choke.

The output waveforms of the CMOS stacked-cascode PA in class-D mode are shown in

figure 3.16. During the half of the conduction cycle shown in figure 3.15b, the nFET stack is

off, while the pFET stack is on, pushing current Imax,p to the load. The common drain node

voltage vD is driven to 2NVDD−Vmin,p where Vmin,p is the voltage drop on the ”on” resistances

of the pFETs. Similarly, during the other half of the cycle, illustrated in figure 3.15c, the

nFET stack in on, pulling current Imax,n from the load, driving vD to Vmin,n. The capacitor

C∞ will remove the DC component of vD and the output node vO will swing symmetrically

around 0, as depicted in 3.16c, with peak-to-peak amplitude 2Vo = 2NVDD − Vmin,p − Vmin,n.

The currents Imax,p and Imax,n can be calculated by considering the fact that they need

to alternatively sustain the voltage Vo on the load. Therefore:

Imax,p =
NVDD

RL +Ronp

(3.21)

Imax,n =
NVDD

RL +Ronn

(3.22)
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Figure 3.16: CMOS PA voltage and current waveforms when operating in class-D.
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where

Ronp =
N∑
i=1

Ronp,i (3.23)

Ronn =
N∑
i=1

Ronn,i (3.24)

are the total resistances of the pFET and nFET stacks. The minimum voltages thus become:

Vmin,p = Imax,pRonp =
NVDDRonp

RL +Ronp

(3.25)

Vmin,n = Imax,nRonn =
NVDDRonn

RL +Ronn

(3.26)

If no series L-C filter is used at the output, the voltage delivered to the load is a square

pulse (fig. 3.16c). The RMS amplitude of a periodic pulse train centered around zero is half

its peak-to-peak amplitude and, therefore, the output power can be calculated by:

PL,pulse =
(2NVDD − Vmin,p − Vmin,n)

2

4RL

=
N2V 2

DDRL

4

[ 1

RL +Ronn

+
1

RL +Ronp

]2
(3.27)

If the pFETs and nFETs are sized for equal driving strength, i.e. Ron = Ronn = Ronp then

PL,pulse =
N2V 2

DDRL

(RL +Ron)2
� N2V 2

DD

RL

(3.28)

In most cases, either a series L-C filter is included at the output, or the load is tuned (as

would happen with an antenna) and only the fundamental component of the pulse reaches

it. The RMS amplitude of this component is
√
2

π
times the peak-to-peak amplitude of the

pulse, and the power delivered to the load at the fundamental becomes:

PL,fund =
2N2V 2

DDRL

π2

[ 1

RL +Ronn

+
1

RL +Ronp

]2
(3.29)

and if Ron = Ronn = Ronp :

PL,fund =
8

π2

N2V 2
DDRL

(RL +Ron)2
� 8

π2

N2V 2
DD

RL

(3.30)

Therefore, the power at the fundamental is 8/π2=0.9 dB smaller than the power delivered

by the pulse. In the remainder of this chapter, PL and Psat will always refer to PL,fund.



3.3 The CMOS Stacked Cascode Power Amplifier 65

6VDD

VDD

0

VDD

6VDD

VDD

0

0

4VDD

4VDD

2VDD

2VDD

(a) N = 3,
Output low.

6VDD

2VDD

2VDD

5VDD

4VDD

4VDD

6VDD

6VDD

5VDD

5VDD

6VDD

0

(b) N = 3,
Output high.

Mn,i

Mp,i

VDD

2(N-i+1)VDD

0

0

2(N-i)VDD

2(N-i+1)VDD

(c) ith nFET, Output
low.

Mn,i

Mp,i

2NVDD

2NVDD

(2N-1)VDD

2(i-1)VDD

2iVDD

2(i-1)VDD

(d) ith nFET, Out-
put high.

Figure 3.17: Voltage distribution in a stacked-CMOS cascode with N = 3 and in the general,
ith, case in the two switching states.

For a certain power level PL, Ropt can be calculated by:

Ropt � 8

π2

N2V 2
DD

PL

(3.31)

There are some additional considerations related to the dynamic operation of the CMOS

stacked cascode amplifier. Equations (3.17) and (3.18) for sizing the gate capacitors, are

based on the assumption that the circuit is operating as a linear amplifier. This is approx-

imately true for the nFET-only stack operating in class-AB mode, but becomes invalid for

class-D operation.

To calculate the capacitors CGn,i and CGp,i of figure 3.15a, the ideal voltage distribution

along the stack during the two switching conditions of the amplifier needs to be considered.

To simplify the derivation, the assumption is made that Vmin,n = Vmin,p � 0 and that the gate

voltage levels that turn on and off the transistors are VDD and 0. Figures 3.17a and 3.17b

illustrate the voltage distribution that ensures that no transistor is subject to a terminal

voltage difference higher than 2VDD when N = 3.
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Figure 3.18: Equivalent circuits for the calculation of CGn,i and CGp,i.

The voltage distribution for the general, ith transistor case is shown in figures 3.17c

and 3.17d. The voltage values in these figures can be used to calculate the necessary DC

components and voltage swings. Specifically, the gate voltage of each FET needs to have a

DC component, that is the average between the two switching states:

VGn,i =
(
i− 1

2

)
VDD (3.32)

VGp,i =
(
2N − i+

1

2

)
VDD (3.33)

The signal amplitude at each gate can be calculated by subtracting the gate voltages between

the two switching states and dividing by two:

vgn,i =
2i− 3

2
VDD (3.34)

vgp,i =
2i− 3

2
VDD (3.35)

Similarly, the source and drain swings become:

vsn,i = (i− 1)VDD (3.36)

vsp,i = (i− 1)VDD (3.37)

vdn,i = iVDD (3.38)

vdp,i = iVDD (3.39)

The gate DC voltages are generated by the resistive divider in figure 3.15a, while the swing

is generated by the capacitors CGn,i and CGp,i, that form capacitive dividers with Cgs and

Cgd. These dividers introduce a portion of the source and drain swing at the gate, ensuring

that the transistor will turn off when its VDS is 2VDD, retaining the corresponding voltages.

The values of the capacitors can be calculated by employing the simplified equivalent circuits
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of figure 3.18. The gate voltage vgn,i needs to satisfy the KCL:

vgn,iCGn,i + (vgn,i − vsn,i)Cgsn,i + (vgn,i − vdn,i)Cgdn,i = 0 (3.40)

Substituting equations (3.34), (3.36) and (3.38) and solving for CGn,i yields:

CGn,i =
Cgsn,i + 3Cgdn,i

2i− 3
(3.41)

for i = 2, . . . , N . And similarly for the pFET:

CGp,i =
Cgsp,i + 3Cgdp,i

2i− 3
(3.42)

Therefore, CGn,i and CGp,i need to be progressively smaller in order to facilitate the higher

swing required at the transistor gates.

Lastly, special arrangements are necessary to set the DC voltage level at the output.

This point is a high-impedance node since it is connected directly to the drains of the two

stacks. Therefore, the DC voltage is ill-defined and a mechanism is necessary to set it to the

mid-rail, NVDD. In the circuit of figure 3.15a, this is achieved by self-biasing through the

feedback resistor RF . This resistor essentially forces the inverter to operate in the middle of

its voltage transfer characteristic and is chosen, along with the other resistors of the resistive

divider, to be large enough so that it does not impede with the AC operation of the circuit.

A different technique to set the output bias with a separate feedback loop can be found

in [107].

A CMOS stacked cascode was previously proposed as a low-frequency driver in [108,109]

in bulk CMOS. However, the dynamic bias method employed would, unlike the capacitive

dividers, limit the frequency of operation and the number of devices that can be stacked.

3.4. Loss Mechanisms

There are four important, interrelated loss mechanisms associated with the stacked

CMOS cascode. They are similar to the ones encountered in simple inverter-based class-D

PAs [106,110,111], but some additional considerations are necessary.

3.4.1. Shoot-Through Current

As in every inverter, the pFETs and nFETs have finite turn-on and turn-off times. When

a transition happens at the input of the inverter, there will be a short period of time when

both transistors are on, causing a large shoot-through current spike from VDD to ground.
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Figure 3.19: Transient simulations of the supply and ground currents with a 5GHz sinusoidal
input.

Simulation indicated that these spikes manifest when the amplifier is driven with very sharp-

edged pulses, which are unrealistic for the frequencies of interest (>1GHz). For example,

figure 3.19, reproduces the simulated supply and ground currents in a CMOS stacked cascode

with N = 3, when driven by a sinusoid at 5GHz. No significant shoot-through current can

be observed.

3.4.2. Resistive Losses

The transistors in the class-D amplifier ideally operate in the triode region for most of

their conduction cycle. As illustrated in figures 3.15b and 3.15c, the currents Imax,p and

Imax,n that flow to the load also cause I ·R losses on the ”on” resistances of the transistors.

This loss can be calculated by:

PR =
1

2
I2max,pRonp +

1

2
I2max,nRonn =

N2V 2
DD

2

[ Ronp

(RL +Ronp)
2
+

Ronn

(RL +Ronn)
2

]
(3.43)

If Ronp = Ronn = Ron by sizing for equal driving strength, then

PR =
N2V 2

DDRon

(RL +Ron)2
(3.44)

The above equations are based on the assumption that Ron in independent of VDS. In

nanoscale CMOS, this is not exactly the case and Ron will exhibit some dependence due to
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Figure 3.20: Voltages across the capacitors of the ith nFET during the two switching states.

short channel effects. A good approximation is to use Ron when VDS = 0, since the voltage

drop across the transistors is very small in properly designed amplifiers.

The resistive losses can be minimized by increasing the transistor width, thus reducing

Ronp and Ronn . However, this increases the parasitic capacitances, which will introduce loss

at high frequencies.

3.4.3. Capacitive Losses

The most significant source of power loss for every inverter operating at high frequencies

is the dynamic power dissipation due to the parasitic capacitances. When a capacitor is

charged and discharged to different voltage levels through a switch, it will result in energy

loss in the parasitic resistance of the switch, which depends only on the amount of charge

that is pumped in and out of the capacitor, and not on the resistance of the switch itself [112].

By employing Tellegen’s theorem, and when the resistive losses are ignored, it can be

shown that in a circuit with two switching states the capacitive losses can be calculated

by [113]:

PC = f
∑

capacitors

qiΔvi = f
∑

capacitors

CiΔv
2
i (3.45)

where Δvi is the difference of voltages across the capacitor among the two switching states,

qi is the difference in charge stored in the capacitor between the two states and Ci is the

capacitor value, when assumed constant with voltage (i.e. a linear capacitor).

Figure 3.20 illustrates the capacitors associated with the ith nFET in the stack, along

with the voltage levels across their terminals during the two switching states. By employing

equation (3.45), the loss becomes:

PCn,i =
[
Cgsn,i + 9Cgdn,i + (2i− 3)2CGn,i + 4i2Cdbn,i + 4(i− 1)2Csbn,i + 4Cdsn,i

]
fV 2

DD (3.46)
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Substituting CGn,i from equation (3.41) yields:

PCn,i = 2
[
(i− 1)Cgsn,i + 3iCgdn,i + 2i2Cdbn,i + 2(i− 1)2Csbn,i + 2Cdsn,i

]
fV 2

DD (3.47)

and a similar expression holds for the ith pFET:

PCp,i = 2
[
(i− 1)Cgsp,i + 3iCgdp,i + 2i2Cdbp,i + 2(i− 1)2Csbp,i + 2Cdsp,i

]
fV 2

DD (3.48)

The transistors with i = 1 require separate consideration because there is no CG capaci-

tance:

PCn,1 =
[
Cgsn,1 + 9Cgdn,1 + 4(Cdsn,1 + Cdbn,1)

]
fV 2

DD (3.49)

PCp,1 =
[
Cgsp,1 + 9Cgdp,1 + 4(Cdsp,1 + Cdbp,1)

]
fV 2

DD (3.50)

The total dynamic power dissipations then becomes:

PC =
N∑
i=1

(PCn,i + PCp,i) (3.51)

The above equations indicate that the parasitic capacitors of transistors closer to the

output node, i.e. with increasing i, will contribute more to PC because they are charged and

discharged to higher voltages. Moreover, unlike Cgs and Cgd, the contribution of Cdb and Csb

increases with i2 and will dominate the loss unless an SOI process that minimizes them is

employed. These facts will have significant implications in the transistor sizing, as will be

shown in the following section.

It is important to note that the above derivation ignores the fact that the transistors

will have finite on resistance, and as a result, a voltage ImaxRon will build up on them

when conducting. This will result in slightly different charging and discharging voltages in

figure 3.20, and thus in slightly different capacitive loss, coupling the resistive and capacitive

losses. However, ImaxRon will be small in order to maximize the output power and the above

approximation is valid. Furthermore, it was assumed that the capacitance value during the

on and off states remains unchanged. This is not entirely true, as the intrinsic Cgs and Cgd

depend on the bias voltages. During approximate calculations the average of the on and off

values can be used.

3.4.4. Non-Ideal Switching - Overlap

During the derivation of equation (3.43) for the resistive losses, the transistors were

assumed to be operating in triode for 100% of their cycle. However, due to the presence of the
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Figure 3.21: Simulated drain voltage and current through the nFET stack when driven by
a large amplitude sinusoid.

parasitic capacitors, the terminal voltages will change with finite speed during a transition,

and the transistors will spend a portion of their conduction period in their saturation region,

operating as current sources, and charging or discharging the capacitors with finite current.

The loss during this time interval is not dictated by equation (3.43), but by the voltage-

current product along the current source.

Initially, this non-ideality manifests itself by increasing the rise and fall time of the pulses,

which keeps degrading with increasing frequency. Eventually, the saturation period and the

rise and fall times will occupy most of the switching period and the output voltage will

resemble a sinusoid (or a slew-rate limited amplifier), rather than a pulse. An equivalent

view of this problem is in terms of the harmonic content of the signal. The parasitic capacitors

will low-pass filter the odd harmonics that constitute the pulse and the output voltage will

be progressively more sinusoidal at increasing frequency.

The net effect is that the amplifier will eventually operate in class-AB mode, with voltage-

current overlap for most of its conduction period, resulting in higher loss and efficiency

degradation. Furthermore, when the output voltage resembles more a sinusoid than a pulse,

the output power will also be lower since the fundamental component will have a lower

magnitude.

Figure 3.21a reproduces a transient simulation of the output voltage vD and of the current

through the nFET stack iDn of a CMOS stacked cascode with N = 3 at 5GHz. Both the

output voltage and current have a pulse shape with minimal overlap due to finite pulse rise

and fall times (the two spikes in the current are due to charging and discharging of the para-

sitic capacitors), indicating class-D operation. On the contrary, figure 3.21b reproduces the
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same quantities simulated at 40GHz. In this case, the rise and fall times extend throughout

the period and the capacitors are never fully charged or discharged. As a result, the almost

sinusoidal output voltage exhibits extended periods of overlap with the current, which is

dominated by large capacitor charging and discharging transients.

3.5. Design Considerations

The analysis presented in the previous sections needs to be linked with the optimal

transistor size selection that maximizes the efficiency for a certain output power level.

Equations (3.43) and (3.51) reveal a frequency dependent trade-off when selecting the

transistor width, since PR and PCd are affected the opposite way by it. Larger widths

decrease Ron, and thus PR, but introduce higher parasitic capacitances, which result in

increased PCd. Therefore, at each frequency f , there will be an optimum size that balances

between capacitive and resistive losses. Finding this optimum is not trivial due to the

differences in the behavior of each transistor based on its location in the stack. Transistors

that are closer to the output will contribute more to the capacitive loss, and thus need to be

sized differently than those closer to the input. Similarly, pFETs have lower mobilities than

nFETs, and higher Ron, and their optimum size is different than the nFETs.

In older CMOS process nodes (≥65 nm), pFETs had almost half the mobility of the nFET

and sizing an inverter for equal driving strengths would result in the pFETs having twice

the size for the nFETs, leading to twice as much parasitic capacitance. This would limit

the maximum frequency of operation and degrade the efficiency. However, in deep nanoscale

CMOS, aggressive application of strain has improved the hole mobility and the pFETs are

only slightly slower than the nFETs. In IBM’s 45 nm SOI CMOS, sizing for equal driving

strength results in Wp/Wn = 1.25 : 1, which is also confirmed by the fT measurements

presented in chapter 2.

In any case, a systematic method is necessary to estimate the optimum transistor width

of the stack. This can be achieved by observing that the ”on” resistance of each FET, as

well as its parasitic capacitances, can be expressed as a function of width:

Ronp,i = R′
onp/Wp,i , Ronn,i = R′

onn/Wn,i

Cgsp,i = C ′
gspWp,i , Cgsn,i = C ′

gsnWn,i

Cgdp,i = C ′
gdpWp,i , Cgdn,i = C ′

gdnWn,i

Cdsp,i = C ′
dspWp,i , Cdsn,i = C ′

dsnWn,i

Cdbp,i = C ′
dbpWp,i , Cdbn,i = C ′

dbnWn,i

Csbp,i = C ′
sbpWp,i , Csbn,i = C ′

sbnWn,i

(3.52)
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Table 3.1: 45 nm SOI CMOS parameters

pFET nFET
R′

on 365Ω · μm 275Ω · μm
Out high Out low Avg. Out high Out low Avg.
VSG = 1.1V VSG = 0V VGS = 0V VGS = 1.1V
VDS = 0V VDS = 2V VDS = 2V VDS = 0V

C ′
gs (fF/μm) 0.49 0.36 0.43 0.45 0.59 0.52

C ′
gd (fF/μm) 0.46 0.26 0.36 0.37 0.56 0.47

C ′
ds (fF/μm) 0.05 0.11 0.08 0.12 0.02 0.07

C ′
db (fF/μm) 0.15 0.15 0.15 0.1 0.1 0.1

C ′
sb (fF/μm) 0.18 0.18 0.18 0.1 0.1 0.1

where, for minimum gate length devices, R′
onp , R

′
onn , C

′
gsp, C

′
gsn, C

′
gdp, C

′
gdn, C

′
dsp, C

′
dsn, C

′
dbp,

C ′
dbn, C

′
sbp, C

′
sbn depend exclusively on the CMOS process parameters.

The output power, resistive and capacitive losses, as calculated from equations (3.29),

(3.43) and (3.51), respectively, can also be expressed as a function of the transistor width.

When the overlap and shoot-through current losses are ignored, the drain efficiency of the

amplifier then becomes:2

ηdrain =
PL

PL + PR + PCd

= f(Wp,i,Wn,i) (3.53)

The transistor widths can be selected such that the efficiency is maximized. Although

ηdrain = f(Wp,i,Wn,i) shows strong nonlinear dependence on Wp,i and Wn,i, the function can

be shown to be concave and thus exhibits a single, global maximum, which can be found by

employing a numerical optimizer, or a nonlinear equation system solver.

Obviously, equation (3.53) as well as (3.29), (3.43) and (3.51) are derived after several

approximations, and the optimization result itself will be only an approximation. This is

especially true at higher frequencies, when the amplifier operates in class-AB mode, and the

overlap losses will be more significant than the resistive. However, the optimization result

can still be used as a starting point for further refinement in the circuit simulator.

The proposed design methodology was employed for the design of a stacked-cascode

CMOS amplifier with N = 3 and VDD=1.1V, that drives a 50Ω load in the 45 nm SOI

process. The theoretical maximum power for this amplifier is calculated from equation

(3.30) to be 22.5 dBm. Thin oxide devices with minimum gate length are employed, whose

approximate R′
on and capacitance per micron of width are summarized in Table 3.1. The

transistor widths that result to maximum drain efficiency versus frequency are illustrated

2in a multistage design, the PAE can be calculated with a similar formula and adding the capacitive losses
of the preceding stages at the denominator
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(a) nFET widths. (b) pFET widths.

(c) Efficiency and output power. (d) Optimum nFET versus frequency when the
Psat >21.5 dBm constraint is imposed.

Figure 3.22: Calculated optimum transistor widths versus frequency.

in figures 3.22a and 3.22b. As expected, they become smaller with frequency, since the

capacitive losses become increasingly important at higher frequencies. For the same reason,

the optimum width is smaller for transistors closer to the output. Interestingly, the width

ratios are independent of frequency:

Wn,2

Wn,1

� 0.7,
Wn,3

Wn,1

� 0.57 (3.54)

And the ratio of the pFETs and nFETs was found to be independent of frequency and equal

to approximately 1.2, the same as the fT ratios (chapter 2).

Figure 3.22c illustrates the calculated maximum efficiency and corresponding output

power at each frequency. A portion of the output power needs to be sacrificed as the
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Figure 3.23: Schematic of the implemented three stack cascode CMOS PA.

frequency increases in order to maintain the maximum drain efficiency. Specifically, as the

frequency increases from 2GHz to 20GHz, the output power at the optimum decreases

substantially, by almost 1.5 dBm.

If this output power reduction is intolerable, an alternative design approach is to impose

a minimum power constraint in the numerical maximization algorithm when computing the

efficiency maximum. Such an example is included in figure 3.22c, where the minimum output

power is required to always be higher than 21.5 dBm, slightly lower than the theoretical

maximum of 22.5 dBm. In this case the high frequency efficiency is compromised, becoming

almost 10% lower than the optimum at 20GHz, revealing an output power-efficiency trade-

off. The corresponding transistor widths for the nFETs are reproduced in figure 3.22d. Their

values flatten out after a certain frequency, which is necessary to maintain the minimum

output power.

Based on the above analysis, the stacked CMOS amplifier of figure 3.23 was designed.

The transistor sizes were selected based on the minimum output power constraint efficiency

maximization approach. After further optimization in the circuit simulator, slight adjust-

ments compared to the calculated values were necessary. The number of fingers of the nFET

and pFET with the same i was kept constant and the width was adjusted by increasing the

pFET finger width to 1.56μm.
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A transformation network to a load impedance lower than 50Ω was avoided in this

proof-of-concept implementation, in order to to experimentally investigate the behavior of

the circuit over a wide range of frequencies. As a result, the PA was loaded directly by the

50Ω load. For the same reason, no series L-C filter was included in the output.

An inductive broadbanding technique that makes use of the series intermediate induc-

tors [114,115] of figure 3.23 was employed to minimize the effects of the parasitic capacitances

at higher frequencies. The parasitic capacitors will partially charge through the inductors,

which will reduce the dynamic loss associated with them. This also helps to reduce the fil-

tering of the higher order harmonics, retaining the shape of the output pulse, and preventing

the power amplifier from early entering into class-AB mode. A technique that involves the

use of shunt inductors to ground in the intermediate nodes, causing a parallel resonance was

proposed in [116].

In the circuit of figure 3.23, the series inductors where chosen so that they resonate with

the equivalent intermediate capacitors at approximately 40GHz. The inductance values

required to achieve this are small, and were implemented with short transmission lines. This

approach also helps to increase the distance between neighboring transistors in the stack,

allowing for the heat generated during dynamic operation to dissipate.

Figure 3.24a reproduces the simulated impact of the series inductors on the output power

and efficiency of the PA. The efficiency improves from 12% to 17% around 45GHz. The

output power increases over a wide frequency range, becoming almost 1 dB higher at 45GHz.

This substantial power increase at very high frequencies is explained because the transistors

would otherwise not have enough time to fully charge and discharge the parasitic capacitors,

limiting the output swing. Figure 3.24b illustrates the simulated drain voltages of the nFETs.

Due to the proper sizing of the gate capacitors, no voltage is allowed to exceed 2V, ensuring

that the transistors will not breakdown.

3.6. Impact of Process Scaling

The analysis of the previous section indicates that there can be a compelling efficiency

benefit in the stacked CMOS cascode amplifier from process scaling. In deeper sub-micron

nodes, such as 22 and 16-nm, the transistor ON resistance will improve due to the application

of higher levels of strain to their channel, while the parasitic capacitances are going to improve

due to the scaling process itself.

Nevertheless, CMOS scaling is always associated with a lower breakdown voltage, which

will limit the maximum VDS that can be applied to each transistor and will mandate the

stacking of more devices to achieve the same output power level. This will add to the

parasitic capacitances of the stack and will, in turn, trim the efficiency benefit of scaling.
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(a) Efficiency and output power improvement with and
without the series inductors.

(b) Voltage distribution along the drain of the
nFETs in the stack at 10GHz.

Figure 3.24: Simulated performance of the designed 3-stack CMOS power amplifier.

Figure 3.25: Drain efficiency comparison between the 45 nm SOI CMOS stacked CMOS
amplifier with N = 3 and a N = 4 stacked amplifier in the predictive CMOS process.
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To quantify this scaling- lower VDD - efficiency trade-off, a predictive CMOS process that

features the parasitics of table 3.1, divided by
√
2, but the maximum allowed VDS of each

transistor is 0.8V is considered. In order to achieve 21.5 dBmoutput power with this process,

the number of stacked transistors needs to be increased to N = 4 (8 in total). Subsequently,

the optimum transistor widths that maximize the efficiency under the constraint of a mini-

mum output power of 21.5 dBmare calculated with the procedure described in the previous

section, along with the resulting drain efficiency. The results are illustrated in figure 3.25 and

compared with the 45 nmdesign with N = 3 of the previous section. Although the benefit of

scaling is shrunken by the fact that four stacked devices are required, the drain efficiency is

still improved by approximately 5%.

3.7. Power Amplifier System Design

A differential version of the CMOS stacked-cascode amplifier of figure 3.23 was also

designed, as shown in figure 3.26a, and was integrated along with a CMOS-only driver in the

system of figure 3.26b. The differential configuration allows for the the inclusion of common-

mode switches that are able to turn on and off the PA, with minimal impact on performance.

The ON/OFF switch can be employed for output amplitude modulation through duty cycle

control, rendering the PA capable of operating as an EER transmitter (fig. 3.10a).

In the block diagram of figure 3.26b, a pair of broadband CMOS Trans-Impedance Am-

plifiers (TIAs) amplifies the input signal and provides broadband input matching. Following

the TIAs, the driver of figure 3.26c, consisting of cascaded, scaled CMOS inverters, is em-

ployed to provide adequate rail-to-rail voltage swing to saturate the stacked, cascode CMOS

output stage. Two techniques were applied to maximize the bandwidth of the inverters in

the driver chain. First, the pFET to nFET gate-width ratio was set to 1.25:1, the same as in

the output stage, which corresponds to sizing the devices for equal driving strength. Second,

series peaking inductors and transmission lines were employed in the CMOS inverter chain

as well as at the TIA. In addition to the broad bandwidth and unlike the tuned nFET-only

drivers, this CMOS inverter based driver is less sensitive to poorly modeled layout parasitics,

as well as to device model inaccuracies. The TIA and CMOS driver chain were designed by

Alex Tomkins.

3.8. Measurement Results

The power amplifier of figure 3.26b was fabricated in the 45 nm SOI CMOS process

along with a breakout of the single-ended stacked-cascode CMOS output stage 3.23. The
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Figure 3.26: Details of the implemented PA.
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(a) Power Amplifier. (b) Stacked CMOS output stage break-
out.

Figure 3.27: Die microphotographs.

die microphotographs of the two chips are shown in figure 3.27

Interestingly, the output stage is completely filled by dummy metal tiles in both cases.

This was possible since other than the short lines that connect the common-gate transistors,

no other inductor is involved.

3.8.1. Stacked Cascode CMOS Breakout

The breakout was characterized both using small-signal S-parameters and with large

signal time domain and output power measurements. Figure 3.28 illustrates the measured

S21 versus frequency for three supply voltages. The circuit has significant power gain at

lower frequencies, which decreases with increasing frequency due to the parasitic capacitors.

The low frequency roll-off is due to the series input capacitors in the gates of the input

transistors.

Figure 3.29 reproduces the measured saturated output power at the fundamental har-

monic, and the associated drain efficiency versus frequency for three supply voltages. The

input source employed in the measurement had enough power to saturate the amplifier up

to approximately 20GHz. At 6.6V supply, the output power is approximately 21.4 dBm

whereas the low frequency drain efficiency is 57% and exhibits a 1/f drop as expected for a

class-D amplifier dominated by the capacitive losses. When the supply voltage is reduced to

6.0V, the efficiency increases to 70% while the output power drops by 1 dB.

The output voltage of the amplifier in time domain is shown in figure 3.30 when it is
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Figure 3.28: Measured S21 versus frequency of the CMOS stacked-cascode breakout versus
frequency for three supply voltages.

(a) Saturated output power. (b) Drain Efficiency at Psat.

Figure 3.29: Measured Psat and drain efficiency versus frequency of the CMOS stacked-
cascode breakout versus frequency for three supply voltages.
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driven by a sinusoid at 2 and 10GHz. The output signal even at 10GHz, i.e. 20Gb/s,

has a pulse shape, of 6V amplitude, demonstrating class-D operation. To further verify the

broadband operation of the circuit, a 1Vpp, 12Gb/s 27 − 1 PRBS signal was applied at

the input at the stacked-CMOS cascode breakout to assess its performance as a broadband

driver. The output eye diagram is shown in figure 3.31. A 20 dB attenuator was included in

the setup and without any further attempt for deembedding, the eye amplitude is 5.4V from

a 6.6V power supply. Although the circuit cannot process the low frequency components of

the PRBS sequence due its roll-off (figure 3.28), this result demonstrates the potential of the

CMOS stacked-cascode as a broadband CMOS driver for wireline and fiber communications.

Lastly, to investigate the reliability of the circuit, the output power was monitored for

over two hours of operation at 2GHz. A low frequency was selected for this experiment

as it is expected that any large voltage swings would degrade the devices more at lower

frequencies. The results are reproduces in figure 3.32 and no noticeable reduction in output

power was observed.

3.8.2. Differential Power Amplifier

The measured differential output power at the fundamental, drain efficiency and PAE

of the CMOS PA are illustrated in figure 3.33. The supply voltage of the output stage is

kept at 6.6V while the driver’s is swept. The output power at low frequencies is as high as

24 dBm, which corresponds to a differential swing of 12V on the load. The output power

drops to 22 dBm at 45GHz, demonstrating the very wide bandwidth achieved, with only

minimal use of passive components.

The drain efficiency accounts for the power consumption of the output stage alone whereas

the PAE refers to the whole PA, including the drivers. The PAE decreases from 55% at low

frequencies, down to 15% at 45GHz. The efficiency follows a 1/f slope up to approximately

30GHz and then flattens out due to the action of the inductive broadbanding, as expected

also from the simulation of figure 3.24a.

3.9. Summary

A novel power amplifier solution suitable for nanoscale SOI CMOS has been presented.

The PA output stage features transistor stacking to increase the output swing and avoid

matching to a very low Ropt, along with replacing of the RF choke inductor with a pFET

stack. This allows for class-D operation without the necessity of any large, bulky inductors

that would occupy silicon area and introduce additional losses.

Table 3.2 compares the presented power amplifier with recently published work. Due to

these techniques, the proposed amplifier achieves one of the highest reported efficiencies over
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X11.2 2 GHz

(a) fin=2GHz.

1.1V

6V 2 GHz

(b) fin=10GHz.

Figure 3.30: Measured output voltage of the CMOS stacked-cascode breakout when driven
by a sinusoidal input signal. VDD = 6.6V and a 20 dB attenuator was included.

(a) VDD =6.6V. (b) VDD =6.0V.

Figure 3.31: Output eye diagrams when the input of the CMOS stacked-cascode is a 12Gb/s
27 − 1 PRBS signal. A 20 dB attenuator was included in the setup.
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(a) VDD =6.6V. (b) VDD =7.7V.

Figure 3.32: Output power versus time of the CMOS stacked-cascode when operating at fin
= 2GHz.

Table 3.2: PA Performance Comparison

This Work [100] [117] [118] [119] [105]

Technology 45 nm SOI 65 nm 32 nm 130 nm 65 nm
45 nm
SOI

Frequency 4-50GHz 2.1GHz 2.4GHz 18GHz 24GHz 45GHz

Psat

23.7 dBm @ 5GHz
23 dBm @ 20GHz 23.4 dBm 25.3 dBm 10.9 dBm 18 dBm 18.2 dBm
22 dBm @ 45GHz

PAE
45% @ 5GHz
30% @ 20GHz 35% 23.5% 29% 23%
15.8% @ 45GHz

Pin@Psat <0 dBm -5 dBm 11.7 dBm

a very wide frequency range.
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(a) Saturated output power.

(b) Drain Efficiency at Psat.

(c) Power Added Efficiency at Psat.

Figure 3.33: Measured results for differential power amplifier. The supply voltage of the
output stage was kept at 6.6V while the driver’s was swept.



4
Design of a SiGe BiCMOS

Transceiver for

Point-to-Point Links

T
he continuous expansion of data-hungry applications in modern cellphones has led to

the development of new wireless standards, such as WiMAX, LTE and LTE-advanced,

that provide unprecedented data rates to the user. This traffic will be aggregated at the

base-station, which needs to feature a data link of adequate bandwidth to the backbone

network. The technology for such links already exists, and they can be easily implemented

using fiber optics. Nevertheless, there are cases where installing a fiber connection at the

base-station level is not feasible. For example, the majority of commercial buildings do

not have fiber installations and it can be economically impractical to install one. Similarly,

most metropolitan areas do not possess last-mile fiber network infrastructure, and trenching

to create it is extremely expensive, or even banned by regulation to minimize disruption.

These limitations have pushed forward for the development of cheaper, wireless multi-Gb/s

alternatives, where traffic from one or several base-stations can be aggregated at a central

location, that already features a fiber connection, and from there onwards to the backbone

network.

In 2004, the 71-76GHz and 81-86GHz bands, collectively referred to as the E-band,

were allocated for this application, with no channelization restrictions across the 5-GHz

bandwidths and no particular modulation requirements. There are several advantages for

using the E-band for this application. First, the point-to-point nature of the link permits

the use of the highly directive antennas, which combined with the low atmospheric atten-

uation [120], relaxes the required transmit power and thus reduces the design constraints

on the power amplifier efficiency and output power. Second, the wide bandwidth available

permits high-data-rate transmission by utilizing a simple modulation scheme such as QPSK.

Lastly, antennas with very high directivity are easily realizable in this frequency range with

apertures less than 1 ft [121].

To this day, several low-cost mm-wave data communication solutions in silicon have been

proposed (for example in [6, 122, 123]). The vast majority of them target the 57-64GHz

86
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band and try to address the stringent channelization and modulation requirements of the

popular standards of that band, limiting the maximum achievable data rate. Other solu-

tions proposed low power, 60-GHz radios employing simple direct modulation schemes such

as BPSK [124], OOK [125, 126] or upconverted QPSK [127] modulation, and avoiding the

2-GHz channelization requirements imposed by the IEEE802.15c 60-GHz radio communi-

cation standard. However, due to the low power consumption and low antenna directivity

constraints for short-range mobile data communications, the achievable data rate is limited

to values lower than 10Gb/s.

In the E-band, most of the currently available solutions are implemented with III-V semi-

conductors [121,128]. In these systems, the various components (e.g., amplifiers, oscillators,

multipliers, etc.) are usually fabricated in separate chips and have to be interconnected with

waveguides, resulting in bulky, costly systems. More recently (after the work proposed in

this chapter was published), separate transmitter and receiver chipsets have been proposed

in SiGe [129] and even 65 nm CMOS [130].

In this chapter, a SiGe BiCMOS transceiver for last-mile, point-to-point communications

in the 70-80GHz band will be described. The proposed modulation scheme is direct QPSK,

which is applied to the carrier through a novel, direct, large-power, mm-wave modulator.

This avoids both wideband linear upconversion and separate mm-wave linear power am-

plification, thus retaining the transmitted signal constellation quality and minimizing the

overall transceiver power dissipation. Along with the careful selection of the quadrature

receiver architecture which ensures broadband I-Q balance, the direct modulator renders the

transceiver capable of operation with data rates in excess of 18Gb/s, on par with the most

advanced short-range fiber-optics links. A variant of the proposed direct-QPSK modulator

has also been implemented as a stand-alone circuit in the 60GHz band and will also be

presented.

The chapter is organized as follows. Sections 4.1 and 4.2 analyze the transceiver design

considerations and architecture. Section 4.3 discusses the circuit design aspects for the

transceiver implementation. The experimental characterization is reviewed in Section 4.4.

Section 4.5 presents the implementation and measurement results of a stand-alone 60GHz

QPSK modulator and section 4.6 provides concluding remarks.

4.1. System Design Considerations

4.1.1. Link Margin

In order to assess the maximum range and the required output power for a wideband

point-to-point link at 75GHz, a transceiver scenario with the characteristics listed in Ta-
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Table 4.1: Link margin analysis parameters

Quantity Symbol Value

Receiver bandwidth B 10GHz
Receiver temperature T 270◦K
Receiver Noise Figure F 10 dB
Carrier frequency f 75GHz

Transmitter antenna gain GTX 50 dBi
Receiver antenna gain GRX 50 dBi

ble 4.1 is considered. The system bandwidth is assumed to be 10GHz to facilitate data

rates above 20Gb/s. A rather pessimistic noise figure (e.g. compared to [87]) of 10 dB is

considered, in order to account for the expected performance degradation due to packaging,

process, supply and temperature variations. The antenna gain is assumed to be 50 dBi, 7 dB

higher than the minimum allowed limit of 43 dBi set by the FCC (Federal Communications

Commission).

Using the values of Table 4.1, the receiver noise floor referred to the input is calculated:

NRX = kB T B F � −64 dBm (4.1)

where B and F are the receiver bandwidth and noise figure.

The received power can be obtained by employing Friis’ transmission equation:

PRX = PTXGTXGRX

( c

4πfd

)2
(4.2)

Where d is the distance between the transmitter and receiver antenna and PTX is the power

at the output of the transmitter. The link margin in dB is defined as:

LM = PRX −NRX − α− 10.5 dB (4.3)

where α is the atmospheric attenuation due to rain and 10.5 dB correspond to the SNR

required by the QPSK demodulator for operation with a Bit Error Rate (BER) better than

10−6 [9].

Figure 4.1 illustrates the maximum achievable link distance versus transmitted power for

three different atmospheric attenuation levels and with the link margin equal to 10 dB. It can

be seen that, provided highly directive antennas are used, an output power level as low as

0 dBm is sufficient for link operation over 500m even in the case of severe rain attenuation
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Figure 4.1: Maximum distance versus transmitter power for constant link margin of 10 dB
and atmospheric attenuation values of 10, 20 and 30 dB/km.

of 30 dB/km1. Since only a moderate output power is required to establish a last-mile,

point-to-point link, the transmitter design can be greatly simplified, as will be shown in the

following sections.

4.1.2. Modulation Scheme

Spectrally efficient modulation schemes, such as 8-PSK [128] and OFDM-QPSK have

been previously proposed for data communication links in the 70-GHz and 80-GHz bands.

However, these approaches complicate the design of the transceiver, of the baseband ADCs,

and of the digital signal processor, all of which become prohibitively power hungry at data

rates exceeding 10Gb/s per I/Q channel. On the contrary, in [131], a 120GHz, 10Gb/s,

2 km wireless link was demonstrated using ASK modulation, which allowed for a significant

simplification of not only the mm-wave front-end, but also of the baseband control and data

recovery circuitry.

In order to simplify the transceiver architecture and to reduce the overall system power

dissipation, a simple modulation scheme such as single carrier, double-sideband QPSK was

preferred in this work. Moreover, a direct 70-80GHz modulator is realized which also pro-

vides adequate output power. Since a high-gain waveguide antenna is employed, the trans-

mitted spectrum can be adequately shaped (although not strictly necessary given the low

interference probability) with a low-loss waveguide filter placed between the modulator out-

1Rain attenuation of 30 dB/km occurs in monsoon-scale rain.
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Figure 4.2: Transceiver top-level block diagram.

put and the antenna.

4.2. Transceiver Architecture

The block diagram of the proposed transceiver is illustrated in figure 4.2. It features

(i) a local oscillator distribution tree, (ii) a zero-IF quadrature receiver, (iii) a direct QPSK

modulator, and (iv) an on-chip PRBS generator.

The externally-applied LO signal undergoes single-ended-to-differential conversion by an

on-chip transformer balun and is split into in-phase (I) and quadrature (Q) parts at both

the transmitter and the receiver. The differential, quadrature LO signals are required in

the transmitter to form the QPSK modulated carrier and in the receiver for quadrature

downconversion, which is necessary for proper demodulation of the I and Q data streams.

The data inputs of the direct QPSK modulator are provided by an on-chip 27 − 1 PRBS

generator, operating at up to 20Gb/s. The PRBS generator is a previous design by Ekaterina

Laskin that has been presented in [132].

The zero-IF receiver includes a low noise amplifier (LNA) with active, in-phase, power

splitting, two mixers which are driven by the I and Q LO signals, and two variable gain

baseband amplifiers, each with a peak gain of over 30 dB.

Two possible zero-IF IQ receiver architectures are shown in figure 4.3 [133]. In the

case of figure 4.3a, the LO signals are applied in quadrature to the two mixers while the

RF signal at the output of the LNA is split in phase between the two mixers. In the

architecture of figure 4.3b, the RF signal is split in quadrature while the LO signals arrive in



4.3 Circuit Design 91

LNARF

IFI

IFQ

0º

90º
LO

(a) I-Q splitting at the LO path.

LNARF

IFI

IFQ

LO
0º

90º

(b) I-Q splitting at the RF path.

Figure 4.3: Quadrature receiver architectures.

phase at the downconvert mixers. In a wideband receiver operating at data rates in excess

of 10Gb/s per I and Q channels, the phase balance of the I-Q splitter at the output of the

LNA, figure 4.3b, becomes a difficult-to-satisfy design parameter. Low-loss, wideband, linear

mm-wave quadrature splitters are particularly challenging to implement. If this 90-degree

splitter does not provide RF signals that are in perfect quadrature over the entire bandwidth

of operation, the maximum data rate and receiver sensitivity will be limited by the receiver

phase imbalance [134].

Since no channelization is required in this transceiver, and since the LO signal is non-

linear and narrow-band, typically centered within the 71-76GHz or 81-86GHz bands, the

bandwidth requirements on the LO path are relaxed while those for the RF path remain

stringent. Therefore, the architecture of figure 4.3a is adopted here along with an active,

in-phase, RF signal splitting technique that, at least theoretically, has unlimited bandwidth,

as discussed in section 4.3.3.

4.3. Circuit Design

4.3.1. Transmitter

The schematic of the QPSK modulator is depicted in Figure 4.4. It consists of two FET-

HBT double-balanced Gilbert cells, driven in quadrature by the LO signal. Each Gilbert cell

operates as an independent BPSK modulator, generating two BPSK constellations that are

in quadrature with respect to each other. By summing the two constellations in current at

the two 25 pH inductive loads, a QPSK constellation is formed. This summation procedure

is illustrated graphically in Figure 4.5 and can be described in complex phasor notation by:

Vout = [(−1)BI + j(−1)BQ ]GmVinZout (4.4)
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Figure 4.4: Schematic of the QPSK modulator.

BI and BQ are the I and Q data bits, assuming values of either 0 or 1, Gm is the effective

large signal transconductance of the BiCMOS cascode differential pair and Zout is the load

impedance formed by the 25 pH inductors in parallel with the output impedance of the cells

and the 50Ω loads.

The 130-nm FETs on the LO path are biased at 0.3mA/μmfor improved compression

at high LO signal levels. The mixing quads are realized with SiGe HBTs to minimize the

CML voltage swing applied at their bases. This scheme maximizes the data rate, the output

voltage swing, and the output power of the transmitter.

I BPSK constellation

Q BPSK constellation

QPSK constellation

after summation

Figure 4.5: QPSK modulation constellation generation by two BPSK sub-constellations.
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Figure 4.6: Schematic of the QPSK modulator data buffer.

Unlike in a conventional upconverter (e.g. [127]), the LO signal is applied to the bottom

FET pair and the data signals are applied to the bases of the Gilbert-cell HBTs. Correct

operation is thus ensured even when all transistors, including the FET pair, operate in

non-linear, switching mode.

A constant output impedance Zout is assured over all four switching conditions because

the total DC current and the number of HBTs that are turned on or off and are connected at

the output of the modulator remain constant over all data input states. This guarantees that

the amplitude, and thus the transmitted power, of the output signal remains constant over

all four transmitted symbols, irrespective of the LO signal amplitude. It allows the entire

modulator to be operated with saturated LO signal, making it more robust to temperature,

process and supply voltage variation.

Because the pole at the drain of the FET and the emitter of the HBT is pushed beyond

the HBT fT/2, the FET-HBT cascode provides over 10 dB of power gain at 80GHz from a

lower supply [135] while having higher stability margin than an HBT-HBT cascode. This

is particularly important at large bias currents where an HBT cascode has a tendency to

oscillate.

The stability of the QPSK modulator also critically depends on providing a low, non-

inductive impedance at the bases of the HBTs which form the two Gilbert cells. This is

problematic because those very nodes also have to switch at data rates higher than 10Gb/s.

Two special CML data buffers were employed to drive the Gilbert cells as illustrated in

figure 4.4. Their schematic is reproduced in figure 4.6. In order to avoid any excessive

inductive loading of the bases of the Gilbert quad transistors because of long interconnect,

necessary in the physical layout of the circuit, a technique described in [136] was employed.
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Figure 4.7: Schematics of the LO buffers.

The data buffers are placed physically apart from the modulator while the resistive load pair

is placed close to the modulator, at the far end of the long transmission lines connecting the

differential HBT pair in the buffer to the Gilbert quads.

The QPSK modulator consumes 72mA from 3.3V power supply while the 4× 20Gb/s,

27 − 1 PRBS generator draws 153mA from 2.5V power supply, including all the data and

clock buffers. An on-chip PRBS generator solution was preferred, compared to providing

the two data streams externally, in order to facilitate high-data-rate on-wafer probing and

to minimize the number of high-speed pads required by the transceiver.

4.3.2. LO distribution and I-Q splitting

After single-ended-to-differential conversion, matching to 50Ω and buffering, the LO

signal is split into two equal parts by driving two buffers of identical size with the input

buffer, in parallel (figure 4.2). This fan-out-of-two splitting is necessary in order to distribute

the LO signal simultaneously to the transmitter and to the receiver.

The schematic of the first three buffers described above is shown in figure 4.7a. They

employ a differential HBT-cascode topology with common-mode inductors for common-mode

rejection, and common-mode resistors for bias current stability. The emitter degeneration

inductors provide a real component to the input impedance of the buffer. Common-mode

rejection is critical due to the inevitable common-mode feed-through of the input balun
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Figure 4.8: Schematic of the lumped quadrature hybrid.

employed for single-ended-to-differential conversion. The resistive dividers at the output

of the cascode buffers serve a dual purpose. First, they generate the bias voltage for the

subsequent stage. Second, since the HBT-only cascode is a conditionally stable amplifier

below 100GHz, the equivalent resistance generated at their outputs by the divider helps

to increase the output conductance and hence stabilize the circuit (i.e. increase g22 in

equation 2.5).

The quadrature splitting of the LO signal is realized with a lumped 90-degree hybrid

whose schematic is shown in figure 4.8 [137, 138]. The hybrid consists of a 17 × 17μm2

side-coupled transformer realized in the top metal layer of process, two MiM capacitors, and

a 40Ω termination resistor.

In order to generate differential quadrature signals, two quadrature hybrids are utilized

as illustrated in figure 4.2. The first hybrid splits the 0◦ LO phase into two signals which are

90◦ and 180◦ out of phase with respect to its input. The second hybrid splits the 180◦ LO

phase into two additional signals that are 270◦ and 360◦ out of phase with respect to the 0◦

LO phase. The 90◦ and 270◦ phase signals form one differential pair, while those with 180◦

and 360◦ phases form the second differential pair.

Following the hybrids, the LO signal is buffered and further amplified by another pair of

differential HBT cascodes whose schematic is reproduced in figure 4.7b. These buffers are

2× scaled versions of the input buffers (figure 4.7a), as needed to generate the large output

swing to drive the mixer and QPSK modulator.

The simulated gain and output compression point per side of the LO distribution network

and modulator are 14 dB and 3.5 dBm respectively.

4.3.3. Quadrature Receiver

The schematic of the quadrature receiver is illustrated in figure 4.9 and was designed

along with Sean Nicolson. The three-stage LNA features two common-emitter and a cascode

stage. The common-base section of the cascode is composed of two equally-sized transistors,

as shown in figure 4.9. The current from the common-emitter section is thus divided equally

between the two common-base transistors at the middle, low-impedance node, achieving

in-phase power splitting of the RF signal among the two mixers.
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Table 4.2: Power consumption of circuit blocks.

Block Supply Voltage (V) Power Consumption (mW)

QPSK Modulator 3.3 238
PRBS generator 2.5 383

Transmitter total 621
LNA and I-Q mixers 1.5 & 2.5 94
Baseband amplifiers 3.3 330
Receiver Total 424

LO Distribution Total 2.5 173
Total 1220

This active power-splitting technique has, in theory, no limit in its bandwidth of op-

eration. If well-matched, the two common-base transistors have identical behavior over

frequency and the current from the common-emitter stage will divide equally, regardless of

the frequency of the RF signal. The gain of each of the two common-emitter - common-base

signal paths is, to a first order, precisely 3 dB lower than that of the corresponding combined

cascode stage.

Each of the two common-base transistors of the active cascode power splitter is further

loaded with a transformer that converts the signal to differential mode and drives the mixing

quad that performs the Zero-IF downconversion. The transformers along with the 60-fF

shunt capacitors provide conjugate matching from the output of the cascode to the input of

the mixing quads. The simulated LNA gain is 17 dB and the total current drawn by the LNA

and the two mixers is 31mA from 2.5V, and 11mA from 1.5V including the bias circuits.

The IF outputs of the two mixers drive two, five-stage, variable gain amplifiers. The

simulated 3-dB bandwidth of the baseband amplifiers is 8GHz and the group delay varies

by less than 9 ps from 0 to 10GHz. The peak gain is larger than 30 dB, while drawing 50mA

from a 3.3V power supply.

Table 4.2 lists the contribution of each circuit block to the power consumption of the

transceiver. A significant portion of DC power is consumed in the 50Ω interfaces of the

baseband amplifier and in the PRBS generator, which were included solely for testing pur-

poses and can be omitted in the actual system. Additionally, the power consumed by the

LO distribution network could also be reduced by replacing the cascode buffers with simple

common-emitter amplifiers from 1.2V, as in the 122GHz transceiver of chapter 6. However,

the LO tree in this work was over-designed for the case that the power provided by the

external LO signal source was lower than expected.
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Figure 4.10: Transceiver die microphotograph.

4.4. Measurement Results

The transceiver was manufactured in STMicroelectronics’ 130-nm SiGe BiCMOS pro-

cess. The die photo of the transceiver chip is shown in figure 4.10. It occupies an area of

1.9mm× 1.1mm, including all pads. A W-band multiplier whose output power and phase

noise are approximately -3 dBm and -90 dBc/Hz at 100 kHz offset, respectively, was employed

as the external LO source.

A detailed description of the W-band measurement setups for S-parameters, noise figure,

conversion gain and linearity can be found in [2, 139]

4.4.1. Quadrature Hybrid

The simulated and measured phase difference and amplitude imbalance of the two outputs

of the hybrid are reproduced in figure 4.11. At 77GHz, the phase error remains below 4◦

while the amplitude imbalance is less than 0.5 dB. The discrepancies between measurement

and simulation, less than 5◦ and 1.2 dB in the 60-94GHz range, are attributed to inaccuracies

in transformer modeling, especially in the inter-winding capacitance.

4.4.2. Receiver

The receiver was characterized on-wafer by employing both noise and large signal mea-

surement setups. Figure 4.12a and figure 4.12b show the measured and simulated receiver

downconversion gain and double-sideband noise figure versus IF frequency when the LO



4.4 Measurement Results 99

Figure 4.11: Simulated and measured phase difference and amplitude imbalance.

frequency is set to 76GHz. The receiver gain is adjustable between 10 and 50 dB while the

noise figure reaches a minimum value of approximately 7 dB.

The difference between the measured and simulated bandwidth roll-off in both gain and

noise figure at high IF frequencies is due to the increased loss of the measurement setup

in the two RF sidebands [140]. The lower sideband is subjected to higher loss due to the

cut-off frequency of the W-band coaxial-to-waveguide transition, while the upper sideband

loss increases due to the naturally increasing loss of the passive components used to connect

the W-band noise source to the circuit. Because the gain of the two sidebands cannot be

independently measured, it is impossible to accurately deembeded the loss at RF frequencies

that are increasingly different from the LO frequency.

Figure 4.13 illustrates the simulated and measured noise figure as a function of receiver

gain for the LO frequency at 76GHz and the IF frequency at 2GHz. Since a large portion of

the downconversion gain is obtained in the front-end consisting of the LNA and the mixer,

the receiver noise figure degrades only marginally as the gain is reduced from 50 dB to 30 dB.

The discrepancy between the simulated and measured noise figure is attributed to the fact

that the transistor model does not include noise correlation between the collector and base

noise currents, resulting in pessimistic noise figure values [1].

Figure 4.14a reproduces the measured and simulated amplitude and phase imbalance

between the two baseband outputs of the receiver. In this measurement, the baseband am-

plifier gain was reduced and significant attenuation was introduced with a variable attenuator

placed at the input of the receiver, making sure that the receiver was operated in linear mode.
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(a) Downconversion gain. (b) Noise figure.

Figure 4.12: Measured and simulated downconversion gain of noise figure of the receiver
with different gain settings in the baseband amplifier. The simulated curves corresponds to
the maximum gain setting.

Figure 4.13: Transceiver die micro-photograph.
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(a) Measured and simulated I-Q amplitude and phase im-
balance of the receiver versus LO frequency. The IF fre-
quency is held constant at 1 MHz.

(b) I and Q IF outputs versus time when
fLO=80GHz and fIF=1MHz.

Figure 4.14: Measured and simulated receiver I-Q imbalance.

Furthermore, the RF and LO frequencies were simultaneously varied in order to keep the

IF frequency constant at 1 MHz during the sweep. This sweep methodology ensures that

the frequency variation of the different IF components (i.e. cables, connectors, etc.) does

not affect the accuracy of I-Q imbalance measurement. The measured amplitude imbalance

is lower than 0.6 dB from 75 to 90GHz while the phase error remains below 4◦ from 75 to

85GHz. Figure 4.14b reproduces the waveforms at the two baseband outputs versus time

corresponding to an fLO of 80GHz.

The slight amplitude imbalance observed between the two baseband outputs is mainly

attributed to mismatches between the two baseband amplifiers and can be compensated by

separately adjusting the gain of each amplifier.

The receiver IQ imbalance measurement demonstrates the proper, broadband operation

of the quadrature hybrid and of the in-phase power splitter in the output stage of the LNA.

A large phase imbalance in the quadrature receiver would result in improper QPSK signal

demodulation and would require expensive receiver equalization, especially as the bit rate is

increased.

Figure 4.15 depicts the simulated and measured downconversion gain versus the RF

input signal power. The gain of the baseband amplifiers was once again reduced during

the measurement, setting the overall downconversion gain to approximately 20 dB. Under

these conditions, the IP1dB is approximately -23 dBm. The gain reduction was necessary

because, at maximum gain, the attenuation required at the RF input for the receiver to

operate linearly is outside the range of the available mm-wave attenuator. The receiver
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Figure 4.15: Measured and simulated input 1 dB compression point (IP1dB) when the con-
version gain is set to 20 dB and the LO and IF frequencies are 76GHz and 1MHz respectively.

input compression point at maximum gain was simulated to be -51 dBm.

4.4.3. Transmitter

A transmitter output power of +6 dBm per side was observed in the 60-70GHz range for

an un-modulated carrier.

Figure 4.16 illustrates the measured transmitter output spectrum for an LO signal at

80GHz with an aggregate QPSK data rate of 400Mb/s. The lobes of the QPSK spectrum

are visible at low bit rates. Image folding from the external double-sideband harmonic mixer

used with the spectrum analyzer makes the spectrum more difficult to interpret at higher

rates. As a result, at higher bit-rates, the receiver baseband spectrum and baseband eye

diagrams were employed instead to verify correct operation.

4.4.4. Loop-back

A loop-back test was conducted with the transmitter connected to the receiver through

a high loss (>20 dB) cable and monitoring the I and Q baseband outputs simultaneously

with a Bit Error Rate Tester (BERT), an oscilloscope, and a spectrum analyzer. The LO

frequency was set to 77GHz.

First, the I and Q baseband outputs of the receiver were connected to the BERT. Data

transmission with a BER smaller than 10−12 was verified at both the I and Q outputs for

a QPSK bit rate of 5.4Gb/s (2.7Gb/s per channel). Figure 4.17a reproduces the measured

eye opening for a BER of 10−10, while figure 4.17b illustrates the measured BER versus clock
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Figure 4.16: Measured 400-Mb/s QPSK spectrum at the 80-GHz output of the transmitter.

timing.

Figure 4.17c shows the eye diagrams at the I and Q outputs of the receiver at 5.4Gb/s

(2.7Gb/s per channel) bit rate. It can be seen that the I and Q outputs are almost in perfect

quadrature, although the mismatch in probes and test cables has not been calibrated out.

Figure 4.17d depicts the received spectrum at the same data rate. The location of the null

of the main lobe of the spectrum, as well as the tone spacing within the main lobe, clearly

indicate that the received signals are correct 27 − 1 PRBS sequences.

However, 5.4-Gb/s (2.7Gb/s per channel) is the highest rate at which bit error rate

measurements can be conducted with the available BERT. Testing above this rate was limited

to inspection of the baseband eye diagrams and spectra, and to capturing the received data

sequence using the pattern lock feature of the oscilloscope, and manually verifying that the

data sequence corresponds to a 27 − 1 PRBS sequence.

Figure 4.18a reproduces the measured eye diagrams when the bit rate is increased to

16Gb/s (8Gb/s per channel), while figure 4.18b shows the measured received spectrum at

the same rate. Similarly, figures 4.19a and 4.19b reproduce the received eye diagrams and

spectrum respectively at 18Gb/s (9Gb/s per channel). Finally, figure 4.20 illustrates the

captured data sequences at the I and Q outputs of the receiver, compared with an ideal

27 − 1 PRBS sequence. Error free operation was achieved up to 18Gb/s QPSK bit rate.

The slight amplitude asymmetry between the amplitude of the I and Q outputs in fig-

ure 4.20b are attributed mainly to limitation of the experimental setup. Specifically, The I
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(a) Measured eye opening. The bit error rate (BER)
inside the shaded region is better than 10−10.

(b) Measured BER versus clock timing.

(c) Measured eye diagrams at both the I and Q out-
puts corresponding to 2.7Gb/s per I and Q channels.

(d) Measured baseband spectrum.

Figure 4.17: Loopback measurements at 5.4-Gb/s QPSK data rate.
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(a) Measured eye diagrams at both the I and Q out-
puts.

(b) Measured baseband spectrum.

Figure 4.18: Loopback measurements at 16-Gb/s QPSK data rate.

(a) Measured eye diagrams at both the I and Q out-
puts.

(b) Measured baseband spectrum.

Figure 4.19: Loopback measurements at 18-Gb/s QPSK data rate.
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(a) Data sequence at 16-Gb/s QPSK data rate. (b) Data sequence at 18-Gb/s QPSK data rate.

Figure 4.20: Captured data sequences at the I and Q outputs versus an ideal 27 − 1 bit
PRBS sequence.

and Q two output signals are contacted with a wafer-probe that has three signal pins and are

connected to the oscilloscope with two different cables. Differences in the contact resistance

of the two probe needles as well as the different attenuations of the two cables result in

different amplitudes between the two channels, which are more intense in the 18Gb/scase.

At bit rates above 18Gb/s, the received eye diagrams begin to close and errors emerge

in the received data sequences. Because of these errors, the oscilloscope cannot lock to

the received pattern and the number of errors cannot be assessed. It is assumed that the

demodulated signal is affected by the channel delay and the frequency response of the re-

ceiver. Some form of equalization will be necessary for operation at higher rates. This can

be done in an analog fashion, without having to invoke complicated and power consuming

data converters, as demonstrated in [141] and in [142] up to 80Gb/s.

4.5. A 60GHz Direct QPSK Modulator

Although the E-band QPSK modulator was verified to operate at very high bitrates, its

output power and efficiency remained relatively low ( 2%). In an effort to investigate how to

ameliorate these shortcomings, the 60GHz QPSK modulator of figure 4.21 was designed and

fabricated in the same SiGe technology. Several improvements were implemented compared

to the circuit of figure 4.4. The current sources at the tail of each BPSK cell were removed

and the supply voltage was simultaneously reduced to 1.8V, allowing to boost the efficiency.

Furthermore, the two L-matching networks at the output were replaced with a transformer.

The transformer performs an impedance transformation from the 50Ω load to Ropt, thus

increasing the output power, along with converting the differential signal to single-ended.
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Figure 4.21: Schematic of the 60GHz QPSK modulator.

The 60GHz band was selected primarily due to the availability of a single-sideband

spectrum analyzer in this frequency range. If this instrument is unavailable, it becomes

impossible to test the spectrum at high bitrates, as it will get obscured by double sideband

folding like the one in figure 4.22b, and it would be impossible to verify the proper operation

of the standalone circuit without a single-sideband receiver.

Figure 4.22a illustrates the measured output power of the 60GHz QPSK modulator

across the four channels of the IEEE802.15c 60-GHz radio communication standard. The

circuit always operates as a saturated amplifier and as a result, the output power is constant

over a very wide frequency range with a drain efficiency of 7%. Figure 4.22b illustrates the

output spectrum of the modulator at 1.8Gb/s aggregate bitrate, indicating that the proper

formation of the QPSK modulation. Correct, error free operation was verified up to at least

5.3Gb/s using BER measurements in [143].

4.6. Summary

A transceiver for last-mile, point-to-point wireless links in the 70-80GHz band was

presented which is capable of data rates up to 18Gb/s in loop-back configuration. This record

high bit rate was made possible by several important transceiver architecture and design

choices. First, a simple QPSK modulation scheme was selected which, although somewhat

spectrally inefficient, allows for a simplified, saturated power, broadband transmitter design.

The transmitter architecture includes a novel direct mm-wave QPSK modulator which can
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(a) Output power versus frequency.

(b) QPSK spectrum at 1.8Gb/s.

Figure 4.22: Measured spectrum and output power of the 60GHz QPSK modulator.
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generate adequate output power for this application, avoiding the use of a broadband linear

upconverter.

Furthermore, careful design of the quadrature receiver for precise broadband in-phase and

quadrature power splitting of the RF and LO signals between the I and Q mixers resulted in

low phase imbalance over a wide frequency range and, as a result, proper reception of record

high data-rate signals.

The QPSK modulator circuit was further refined in a 60GHz version that features higher

output power and efficiency, and is able to operate up to at least 5.3Gb/s.



5
System Design for a

mm-wave Distance Sensor

T
his chapter reviews the system level details associated with the implementation of a

mm-wave distance sensor. The existing methods and architectures will be analyzed in

terms of the resulting system precision and new improved architectures will be proposed,

which will improve on the random and systematic errors of the system.

The chapter proceeds as follows. In sections 5.2 and 5.3 the methods for microwave range-

finding will be reviewed and compared. In sections 5.4 and 5.5, the performance limiting

factors will be analyzed and the system design parameters will be linked to the maximum

attainable accuracy. Finally, self-calibration methodologies will be presented in section 5.6.

Appendix 5.A reviews some necessary basic concepts of signal estimation in the presence of

noise.

5.1. Application Description

In recent years, regulatory bodies have proposed the use of systems that provide new

safety functionalities in cars, such as collision avoidance, automatic cruise control, lane de-

parture warning and blind spot detection. Specific radio bands, at 24 and 77GHz were

allocated for this purpose and mm-wave ICs have been developed. For example, Freescale

in [8] and Infineon in [7] reported 77GHz, 4× SiGe BiCMOS monolithic arrays for MIMO

(Multiple In-Multiple Out) radar [144] that are already available in high-end cars.

This work will build upon the gained experience from automotive radar and attempt to

address the application of non-contact, precise distance measurement from a large surface.

As illustrated in figure 5.1, the surface can be the liquid in a tank for level measurement, a

material in an industrial environment whose roughness needs to be monitored, a road under

construction or even the blades of a steam turbine [145]. In the automotive area, where the

market is pushing for the increasing integration of sensors in the car, such a system could

be used for monitoring the roughness of the road and assist in adaptive car suspension. All

110
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Figure 5.1: Distance measurement system under consideration.

these applications have the common requirement of distance measurement with accuracy

better than 0.5mm, which will be the primary focus of the system.

A number of non-contact distance sensors have been reported in the past, primarily

based on lasers, but also on other technologies like ultrasound and microwaves that are less

widespread. Lasers offer unparalleled range and accuracy [146,147] but are very sensitive to

low visibility atmospheric conditions such as dust, sand, fog and rain, rendering them unus-

able in a variety of applications, especially within automotive and industrial environments.

Furthermore, an opaque material like mud, smoke or oil that builds up on the opening of the

sensor can severely impair its operation. This would be highly undesirable in automotive

environments where mud and dust are always present in the car exterior. Likewise with

ultrasound, apart from the fact that their operation can be affected by the same environ-

mental conditions as the lasers [148], their non-directive nature can cause nearby objects to

interfere with the measurement.

Microwave and mm-wave sensors have the potential to overcome these shortcomings.

They are immune to most atmospheric variations and may even penetrate thin materials

like paper, wood and plastic. Several such implementations of microwave ranging systems

have been proposed [145, 148–154]. However, they are all composed of discrete components

and do not account for the difficulties that would arise in nanoscale silicon technologies,

especially 1/f noise. Furthermore, the frequency of operation of the reported microwave

systems is relatively low, less than 77GHz, leading to large antenna sizes and low directivity,

making them impractical for many applications when compared to laser systems.

At a higher frequency of operation, the transmitter output power decreases due to the

inherent lower transistor power gain, which, in combination with the higher free space loss,

will inevitably lead to smaller range. However, as will be shown below, this problem can be

partially alleviated by employing higher gain antennas and for most of the aforementioned
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Figure 5.2: Important radar performance metrics.

applications, a range of approximately 3m is adequate, and can be achieved with only

moderate output power (<0 dBm).

5.2. Radar Performance Metrics

There are several parameters that quantify the performance of a radar system. The

degree to which each parameter needs to be satisfied depends largely on the application. For

example, the case of a singe large nearby target has vastly different requirements from that

of an airborne radar that has to detect extremely fast moving objects at distances of several

hundred kilometers. These differences will be explained below.

5.2.1. Range Resolution

The range resolution of a radar system, graphically illustrated in figure 5.2a, is the

minimum horizontal distance ΔR between two targets that can be unambiguously separated.

It depends on the bandwidth, B, of the radar waveform:

ΔR ≥ c

2B
(5.1)

where c is the speed of light. Interestingly, it is independent of the center frequency of

operation, although there is a clear advantage in operating at higher frequencies due to the

higher fractional bandwidths available.

The range resolution is especially important in automotive radars where closely spaced

cars and motorcycles, bicycles or pedestrians need to be accurately resolved.

5.2.2. Angular Resolution

The angular resolution, depicted in figure 5.2b, represents the minimum lateral distance,

ΔRθ at which two targets at the same distance from the radar can be unambiguously sepa-

rated. This parameter depends on the target distance R and the 3 dB beamwidth θ of the
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radar transceiver antenna as follows [155]:

ΔRθ ≥ 2R sin
θ

2
(5.2)

where the assumption is made that the power in the sidelobes of the antenna is low enough

to be ignored.

For every antenna, the beamwidth depends on its physical diameter, d, and on the

wavelength of operation, λ [156]:

θ = kθ
λ

d
(5.3)

where kθ is a proportionality factor dependent on the antenna type. For example, when θ is

measured in radians and the antenna is parabolic, kθ = 1.2. Substituting in (5.2),

ΔRθ = 2R sin
kθλ

2d
= 2R sin

kθc

2fd
(5.4)

As a result, at higher frequencies, better angular resolution can be obtained with constant

antenna size.

The directivity, D of the antenna is also related to the beamwidth. Assuming an elliptical

beam spot, D is expressed as follows [156]:

D =
16

sin θaz sin θel
� 16

θazθel
(5.5)

where θaz and θel is the azimuth and elevation beamwidths in radians. The angles θaz and θel

define the field-of-view (FOV) of the radar, i.e. the maximum angles inside which a target

is visible. Assuming a circular spot size, θ = θaz = θel:

D =
16

θ2
(5.6)

Consequently, the antenna directivity is inversely proportional to the square of the beamwidth,

i.e, higher antenna gains will result in narrower beamwidths.

Typically, radar systems that aim for high angular resolution cannot simply use a high

gain-low beamwidth antenna to resolve multiple targets. This would severely restrict their

field-of-view and limit what the radar can ”see”. As a result, beam steering with phased

arrays or MIMO radar with multiple beams are commonly employed [157].
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Figure 5.3: Pulsed radar.

5.2.3. Range and Accuracy

The range of a radar, Rmax, is the maximum distance where a target can be unambigu-

ously detected. The range primarily depends on the link margin and the Signal-to-Noise

Ratio (SNR) at the output of the receiver and consequently, on the available integration

time between successive measurements.

The accuracy of the radar, graphically illustrated in figure 5.2c, is the average absolute

error in the detected distance R. It is represented by the standard deviation, σR, and

depends on the SNR, as well as, on systematic errors such as the non-idealities of the radar

waveform. Obviously, due to the increasing free space loss with distance, the accuracy of a

radar degrades with increasing distance to the target.

5.3. Radar Waveforms

This section presents the most common signal waveforms employed for detecting dis-

tance: pulsed, Frequency Modulated - Continuous Wave (FMCW) and Step Frequency Radar

(SFR). Each type of radar essentially requires a different modulation in the transmitter and

slightly different receiver architectures. The advantages and disadvantages of each method

with regard to the range accuracy and system complexity will be reviewed.

5.3.1. Pulsed Radar

The pulsed radar is probably the most well known type among microwave engineers. It

has been used extensively, mostly for military applications (e.g. for airborne radar). The

block diagram of a coherent pulsed radar transceiver is illustrated in figure 5.3 [158,159].
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At every measurement cycle, the transmitter generates a pulse of duration τ , modulated

at frequency fc by the oscillator (LO) signal. Immediately after, the LO signal is switched

to the receiver. The pulse is scattered by one or multiple targets and its echo arrives at the

receiver input after time τD, as shown in figure 5.3b(ii). The round trip delay (also known

as the time-of-flight, TOF) of the pulse is:

τD =
2R

c
(5.7)

where R is the distance to the target and c is the speed of light.

The pulse is coherently downconverted (i.e. with the same LO signal used in the trans-

mitter) and digitized by a signal processor that applies a matched filter, resulting in the

waveform of figure 5.3b(iii). The matched filter exhibits the optimum performance under

noise and aids in the calculation of the delay τD. The cycle is then repeated with frequency

frep.

If two pulses reflected by different targets overlap at the receiver input, then it is impossi-

ble to distinguish between them. In order to avoid this adverse situation, the pulse duration

must be sufficiently small, i.e. τ < 2ΔR/c and consequently:

ΔR ≥ cτ

2
(5.8)

The Nyquist criterion for bandlimited pulses requires that at least a bandwidth of 1/τ is

necessary to represent a pulse. Substituting in the above equation:

ΔR ≥ c

2B
(5.9)

which affirms the validity of equation (5.1) for the radar range resolution.

Another important consideration stems from the pulse repetition rate frep. If a target is

far, the round trip delay of the pulse will be large enough to appear at the receiver during the

next cycle, resulting in range ambiguity. Assuming that τ 
 1/frep, the following condition

must be satisfied to avoid this condition:

Rmax ≤ c

2frep
(5.10)

The above equation leads to a trade-off. Due to the presence of noise in the received signal,

several pulses from different cycles need to be averaged in order to improve the SNR and thus

the range accuracy. However, since frep is generally small to avoid ambiguities, the averaging

process will require more time, increasing the overall measurement time. This trade-off can
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Figure 5.4: FMCW Radar.

be resolved by increasing the transmitter power, and not the measurement time, in order to

improve the SNR. Nevertheless high power transmitters are especially difficult to realize at

high frequencies.

Another disadvantage of the pulsed radar is that it suffers from synchronization problems,

which are common to all time division multiplexing systems. As can be seen in figure 5.3,

any unwanted delay in the generation of the TX pulse will directly affect the range accuracy

of the system.

Apart from its simplicity, the main reason why pulsed radar is the most popular archi-

tecture is the fact that the transmitter and receiver do not need to operate simultaneously

(figure 5.3). This is a very important advantage since it automatically prevents leakage from

the transmitter into the receiver, allowing for the two to share the same antenna, reducing

the overall cost of the system.

5.3.2. Frequency Modulated - Continuous Wave Radar

The Frequency Modulated - Continuous Wave radar (FMCW) is the most common

type of continuous wave radar and has been widely adopted in 77GHz automotive radar

systems [7, 8]. The main drive behind developing continuous wave (CW) systems is that, in

contrast to the pulsed radar which transmits short bursts of energy, the CW radar generates

constant output power over time. As a result, the peak power required by the transmitter

circuits for the same amount of transmitted energy is significantly lower in the CW case,

rendering its implementation much friendlier to silicon integrated circuits.
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The block diagram of a generic FMCW system is illustrated in figure 5.4a. The transmit-

ter generates a continuous wave signal whose frequency is modulated by alternating upwards

- downwards ramps, also known as chirps, shown in figure 5.4b (i-ii). Assuming that each

ramp linearly sweeps the transmit frequency from f0 to f0+Δf over time Tb, the transmitted

signal can be expressed as:

TX(t) = A cos
(
2πf0t+

2πΔf

Tb

∫ t

0

τ dτ
)
= A cos

(
2πf0t+ π

Δf

Tb
t2
)

The transmitted signal is reflected by the target, arrives at the input of the receiver with

round-trip delay τD and gets multiplied by the transmitted signal:

RX(t) = Ar cos
(
2πf0(t− τD) + π

Δf

Tb
(t− τD)

2
)
cos
(
2πf0t+ π

Δf

Tb
t2
)

After low-pass filtering:

RX(t) = Ar cos
(
2π
τDΔf

Tb
t+ 2πf0τD − τ 2DΔf

Tb

)
= Ar cos

(
2π
τDΔf

Tb
t+ φ

)
(5.11)

Therefore, the receiver output contains a low frequency beat tone, depicted in figure 5.4b

(iii-iv), at

fb =
τDΔf

Tb
=

2ΔfR

cTb
(5.12)

The beat tone encodes the distance information in frequency. If many targets are present,

equation (5.11) will result in the linear superposition of several sinusoids, each at a frequency

related to the distance of a specific target. Therefore, the distances can be calculated from

the IF signal using a simple Fast Fourier Transform (FFT) [160] or other, more advanced,

spectral estimation techniques such as the Root-MUSIC algorithm [161]. If the target is

moving, its speed can be easily calculated from the beat frequency difference between the

upwards and downwards ramps [162,163].

Similarly with the pulsed radar, the range resolution of the FMCW radar is [162]:

ΔR ≥ c

2Δf
=

c

2B

and the maximum range is related to the chirp period:

Rmax ≤ cTb
2

where the assumption that Tb � τD was made.
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Figure 5.5: FMCW ramp generation.

There are two important aspects that usually plague the performance of FMCW systems.

First, the transmitter and receiver operate simultaneously leading to significant TX-to-RX

leakage problems. Because of this, most FMCW radars have to employ separate antennas for

the transmitter and receiver (bistatic radar). In case a single antenna is used in a monostatic

FMCW radar, highly linear receiver circuits are required, resulting in higher receiver noise

and higher power consumption.

The second consideration has to do with the ramp generation process. As illustrated

in figure 5.5a, a common method of generating a frequency ramp is to drive an adequately

wideband Phase Locked Loop (PLL) with a Direct Digital Synthesizer (DDS), which in

turn, is based on a multi-bit Digital-to-Analog Converter (DAC). However, due to the finite

frequency resolution of the DDS, as well as its limited precision, the generated ramp will have

a staircase-like shape as shown in figure 5.5b with generally unequal steps [164]. Therefore,

the generated ramp will be nonlinear, which will have a deleterious impact on the beat

frequency, rendering equation (5.12) invalid [165, 166] and resulting in systematic errors in

the detected range.

5.3.3. Step Frequency Radar

The Step Frequency Radar (SFR) is a type of CW radar that has been proposed for

detection of targets when a large SNR is required [154,167,168]. It shares the FMCW radar

advantage of low peak output power and in addition, it is very flexible in terms of adjusting

the measurement time for a variety of target scenarios.

The simplified block diagram of an SFR system is depicted in figure 5.6a. The physical

principle is similar to the Time Domain Reflectometer (TDR) [169] and relies on the inverse

Fourier transform. Suppose that a CW signal at frequency f , A cos(2πft), is transmitted.

The signal will be reflected by each of the N targets present and the superposition of all the

reflections will appear at the input of the receiver:

RX =
N∑

n=0

An cos
(
2πf(t− τDn)

)



5.3 Radar Waveforms 119

90° 

0° 

D
S

P

TX

RX

τD

Target

Frequency

Stepping

IFI

IFQ

(a) Generic block diagram.

T
X

 F
re

q
IF

 A
m

p

Time

(i)

(ii)

Q I

(b) Waveforms.

Figure 5.6: Step frequency radar.

where An and τDn are the amplitude of the reflected signal and round trip delay to the nth

target respectively. The receiver performs quadrature downconversion with the same LO

signal and low-pass filtering. This can be conveniently expressed using analytical signals:

IF = IFI + IFQ =

=
N∑

n=0

An cos
(
2πf(t− τDn)

)
cos(2πft)− j ·

N∑
n=0

An cos
(
2πf(t− τDn)

)
sin(2πft) =

=
N∑

n=0

An

2
cos(2πfτDn)− j ·

N∑
n=0

An

2
sin(2πfτDn) +

+
[ N∑

n=0

An

2
cos
(
4πf(t− τDn/2)

)
+ j ·

N∑
n=0

An

2
cos
(
4πf(t− τDn/2)

)]
(5.13)

After low pass filtering and absorbing the factor-of-2 division into An,

IF =
N∑

n=0

An

2

[
cos(2πfτDn)− j sin(2πfτDn)

]
=

N∑
n=0

Ane
−2πjfτDn (5.14)

The inverse Fourier transform of the above expression becomes:

F−1{IF (f)} =

∫ ∞

−∞

(
N∑

n=1

Ane
−2πjfτDn

)
e2πjftdf =

N∑
n=1

An

∫ ∞

−∞
e2πjf(t−τDn)df =

=
N∑

n=1

Anδ(t− τDn) =
N∑

n=1

Anδ
(
t− 2Rn

c

) (5.15)
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Consequently, the inverse Fourier transform of the receiver output signal is a superposition

of N delta functions that ”sit” at the target locations. The amplitude of the delta function

for target n is equal to An.

Obviously, it is impossible for the radar to sweep through the entire frequency space as

is implied in the integral calculation in equation (5.15). In practice, the transceiver sweeps

over a finite set of frequencies fk = f0 + kΔf (figure 5.6b) where Δf is the frequency step

and k = 1 . . . K. The inverse Fourier transform of equation (5.15) is replaced by the Inverse

Discrete Fourier Transform (IDFT), which introduces some important limitations.

First, the total sampled frequency bandwidth by the SFR is finite and equal to B = KΔf .

According to the Shannon-Nyquist sampling theorem, the sampling period in time domain

is:

Δt =
1

2KΔf
=

1

2B
(5.16)

However, this period corresponds to a distance based on the formula:

Δt =
ΔR

c
(5.17)

Therefore, the range resolution is limited to:

ΔR =
c

2KΔf
=

c

2B
(5.18)

which is identical to that of the pulsed and FMCW radars.

Since there are K samples of distance ΔR, the maximum unambiguous range is:

Rmax = K ΔR =
c

2Δf
(5.19)

There are several advantages in the SFR approach compared to the FMCW radar. The

ramp linearity limitation is completely alleviated by using discrete frequency steps. Fur-

thermore, perfect knowledge of the absolute frequency of operation f0 + kΔf is not strictly

necessary, only of the frequency step Δf . Additionally, the number of frequency points K

can be adjusted based on the number of targets N that are inside the field of view of the

radar.

On the downside, if numerous targets are present, as in the automotive radar, the number

of frequencies that need to be swept increases significantly. At each frequency the radar needs

to spend some time to collect data and integrate to perform an accurate measurement,

resulting in a high overall measurement time. The PLL will need extra time to hop from

frequency to frequency, and settle, which would also add to the overall measurement time.
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Consequently, the SFR is preferred for applications where the targets are static and the

overall measurement time can be large, or when only few targets are present.

5.3.3.1. Step Frequency Radar with Two Steps

Assuming that only one target is present and two closely spaced frequencies f1 and f2

are scanned, substituting in equation (5.14) yields:

IF(f0) = Ae−2πjf0τD (5.20)

IF(f0 +Δf) = Ae−2πj(f0+Δf)τD

the phase of IF(f0)/IF(f0 +Δf) can be easily found to be:

Δφ = � IF(f0)

IF(f0 +Δf)
= � e−2πj(f0−f0−Δf)τD = 2πΔfτD (5.21)

Simply dividing by 2πΔf , the time of flight, τD, and therefore R is calculated:

R =
τD c

2
=

c

4πΔf
· � IF(f0)

IF(f0 +Δf)
=

cΔφ

4πΔf
(5.22)

Therefore, only two frequencies are necessary to calculate the distance to a single target.

This can also be intuitively explained by observing that if τD was estimated by only one

frequency, say f0, then τD = � IF(f0)/(2πf0). However, if the phase of IF(f0) becomes larger

than 2π, it will wrap-around and make it impossible to resolve the distance unambiguously.

In order to unwrap the phase, two frequencies are necessary with spacing that depends on

the maximum unambiguous range, as predicted by equation (5.19).

If the phases of IF(f0) and IF(f0 + Δf) are estimated with phase errors σφ1 and σφ2

respectively then, from equation (5.22), the distance error will be:

σR,Δf =
c

4πΔf
·
√
σ2
φ1

+ σ2
φ2

(5.23)

The error in the distance does not depend on the absolute frequency f0 but only on the

difference Δf . This implies that the phase error is divided by a small frequency Δf (e.g.

Δf = 75MHz when Rmax = 2m) and does not improve if f0 is increased. This limitation can

be circumvented by the method proposed in [145], where the phase difference from equation

(5.21) is used only as a coarse estimate. Subsequently, this estimate is used to calculate the

number of multiples of 2π needed to unwrap the phase of IF(f0) and calculate the distance

directly from it, i.e.:

R =
c

4πf0
· � IF(f0) (5.24)
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The distance error then becomes:

σR,f0 =
c

4πf0
· σφ1 (5.25)

which can benefit significantly from increasing the frequency of operation f0. Intuitively,

this was expected since at higher frequencies, the wavelength becomes smaller resulting in

larger phase shifts for smaller distances.

Nevertheless, in order for the phase unwrapping to be performed without errors, it is

necessary that (f0/Δf)Δφ < π/2 [145] which translates to the following condition:

σR,Δf =
c

4πΔf
·
√
σ2
φ1

+ σ2
φ2
<

c

8f0
(5.26)

which introduces a trade-off in selecting Δf and f0: larger Δf decreases the maximum

range Rmax but relaxes the above condition for phase unwrapping. Larger f0 tightens the

phase unwrapping condition but increases the accuracy. This trade-off can be partially

alleviated by performing a progressive unwrapping with more than two frequency steps, as

suggested in [154]. However, this would complicate the design of the frequency synthesizer

and introduce new frequency errors.

Another method to improve on the accuracy of the range estimation is through com-

pressed sensing [170,171]. It is best suited for multiple targets and involves scanning through

multiple frequencies, not necessarily equally spaced.

5.4. Selection of Frequency of Operation and Radar Waveform

5.4.1. Frequency of Operation

only a single target is present in the radar system under consideration. Consequently,

the range resolution is not an important performance factor and the bandwidth requirement

is considerably relaxed. Furthermore, unlike the case where multiple targets need to be

detected with transceiver arrays, only one transceiver is necessary, leading to significantly

lower system complexity and power dissipation.

However, if an undesired object (clutter) is present near the primary target, as in fig-

ure 5.7a, and a waveform with insufficient bandwidth to distinguish between them is em-

ployed, the detected distance will be the average of the two, degrading the accuracy. Con-

sequently, to avoid increasing the bandwidth of the system, a narrow radar field-of-view is

necessary, as shown in figure 5.7b. This can be achieved by employing a high gain - low

beamwidth antenna. For example, a 30 dBi gain antenna would result in 2.3◦ beamwidth
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Figure 5.7: The potential impact of the field of view on accuracy

which is higher than laser systems, but adequate for our applications. A 2.3◦ beamwidth

parabolic antenna has a diameter of 180 cm at 5GHz but only 7.5 cm at 120GHz, indicating

that there can be a significant size and beamwidth benefit at higher frequencies.

The unlicensed ISM band at 122GHz - 123GHz is ideal for the application under con-

sideration for several reasons. First, the 1GHz of available bandwidth is sufficient for the

detection of a single large target. Second, the maximum allowed Effective Isotropically Ra-

diated Power (EIRP), i.e. the product of the antenna gain times the output power GTXPo,

is 20 dBm, which is adequate for operation up to 3m, as will be shown below. Third, the

possibility of an integrated antenna becomes viable, thus avoiding the cumbersome and high

cost packaging solutions that would be required at a lower band like 60GHz or 77GHz.

Lastly, as illustrated in figure 5.8, the atmospheric attenuation at 122GHz is insignificant,

even in high humidity, indicating that the environmental conditions will not impede with

the correct operation of the system.

5.4.2. Radar Waveform

The range accuracy of the system needs to be at least 0.5mm, or even better for ap-

plications like surface roughness monitoring. The accuracy of a radar is limited by both

random and systematic errors. Random errors are the result of the receiver noise and will be

analyzed in the following section. However, depending on the radar waveform employed, its

can introduce systematic errors. For example, if ramp nonlinearity in FMCW modulation

introduces a 1% systematic error in the measurement, as reported in [172], the accuracy goal

of 0.5mm would be impossible to meet at a distance of 1m.

Therefore, frequency stepping becomes the best choice. In the simplest scenario, only

two frequencies will be used to detect a single target. Stepping through more frequencies can
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Figure 5.8: Atmospheric attenuation versus frequency in three days in Toronto, Canada
based on the ITU-R P.676-8 model. The attenuation difference between the three days is
due to the humidity.

Table 5.1: Radar system parameters

Maximum Range 3 m
Number of Targets 1

Field of View < 3◦

Accuracy <0.5mm
Frequency of Operation 122-123GHz

Waveform Frequency stepping

also be used to verify the presence of parasitic targets or for more advanced reconstruction

using compressed sensing [170,171].

Table 5.1 summarizes the radar system parameters.

5.5. Transceiver Architecture

In this section, the principal considerations for the radar system architecture will be

analyzed with respect to their impact in the system accuracy. New solutions to circumvent

the 1/f noise will be proposed and analytic simulations will be presented.
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Figure 5.9: Homodyne radar transceiver architectures.

5.5.1. Monostatic Versus Bistatic

Consider the monostatic transceiver architecture of figure 5.9a, where the transmitter

output is separated from the receiver input, as opposed to the one of figure 5.9b, where the

TX output and RX input are coupled to the same antenna through a directional coupler. The

coupler is sensitive to the direction of the signals, routing the TX output to the antenna and

the reflected signal to the RX, thus isolating the two. Both architectures have been employed

extensively in radar systems [158] and there are certain design trade-offs in selecting one over

the other.

In continuous wave radar, the transmitter and receiver operate simultaneously, resulting

in TX to RX leakage problems. Therefore the RX must remain linear to avoid being blocked

by the strong TX signal. The increased linearity comes with a noise figure cost. For example,

in [173] a 77GHz receiver with input 1-dB compression point of -22 dBm and associated

double-sideband noise figure of 4.8 dB is reported, whereas in [7,174] a receiver at the same

frequency and in a similar SiGe technology exhibits an IP1dB of -0.3 dBm and DSB noise

figure of 14 dB. For a transmit power of 7 dBm, typical of 77GHz automotive radar, the

former RX would require a TX-to-RX isolation of at least 30 dB while in the latter, an

isolation of approximately 10 dB would suffice. Designing an on-chip coupler with 30 dB

of isolation over different process corners is extremely challenging, necessitating the use of

a bistatic architecture. In the second case, an integrated directional coupler can easily be

employed but with a noise penalty in the receiver, on top of which one must add the loss of

the coupler itself.

At 122GHz, the guided half-wavelength is approximately λg/2 = c/(
√
εrf0) = 600μm

and if the antenna is integrated on-chip, it will still require a small, but still considerable

amount of silicon area, comparable to that of the transceiver itself. Furthermore, if two
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antennas are on the same die, their mutual coupling is going to increase due the small dis-

tance between them, diminishing the advantage of the bistatic architecture. Consequently,

if an on-chip antenna is to be employed, the monostatic architecture is the preferred ap-

proach. The increased receiver noise figure will be circumvented by a moderate increase in

the measurement time to overcome the accuracy degradation.

5.5.2. Homodyne Transceiver

Consider the implementation of the step frequency radar with the homodyne transceiver

of figure 5.9b. At each frequency step, the transmitter generates a CW signal of power PTX

and frequency f0. The signal is attenuated by the coupling ratio ac of the directional coupler

before being transmitted by the antenna. The reflected signal will be collected back, after

being attenuated by aradar during its round trip to the target. This attenuation is governed

by the radar equation [158]:

aradar =
G2

antc
2σ

(4π)3f 2
0R

4
(5.27)

where Gant is the antenna gain of the monostatic system, R is the target distance and σ

is its radar cross-section. The cross-section of a large surface will primarily depend on the

relative angle between the surface and the antenna of the radar.

The antenna is connected through the direct arm of the coupler to the input of the

receiver, resulting in further attenuation of the signal by 1 − a2c. Consequently, the signal

power at the input of the receiver becomes:

PRX = PTXaradara
2
c(1− a2c) = PTXaradaracoupler (5.28)

where

acoupler = a2c(1− a2c) (5.29)

is the total loss due to the directional coupler. Figure 5.10 illustrates acoupler versus the

coupling ratio in dB, −20 log ac. The minimum loss is 6 dB when the coupling ratio is 3 dB

and monotonically increases thereafter. The plot does not include the additional loss due

to the finite conductivity of the metals used to realize the coupler. In general, the metal

loss increases and the isolation degrades along with the coupling ratio [175,176]. In order to

relax this trade-off and improve the isolation, the coupling ratio is set to 6 dB which results

in 7.25 dB loss.

The quadrature receiver performs complex multiplication of the received signal with the
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Figure 5.10: acoupler versus coupling ratio ac

transmitted one. The I and Q receiver outputs, IFI and IFQ, become:

IFI =
√
GRXPRX cosφ

IFQ =
√
GRXPRX sinφ (5.30)

where GRX is the receiver power gain and φ = 2πf0τD is the phase shift due to the round

trip delay to the target τD. Ideally, in the absence of noise, φ can be calculated as:

φ = tan−1 IFQ

IFI

(5.31)

Nevertheless, due to the presence of receiver noise, an estimate of the angle, φ̂, is acquired:

φ̂ = tan−1

(
IFQ + σQ
IFI + σI

)
� tan−1

(
IFQ

IFI

− σQIFI + σIIFQ

IF2
I

)
(5.32)

where σI and σQ are the standard deviations of the noise present at the IFI and IFQ outputs

respectively, assumed to be Gaussian but not necessarily white. The approximation 1/(a+

x) � 1/a−x/a2 for small x, has been used to derive the right hand side of the above equation.

Since tan−1(a+ x) � tan−1 a+ x/(1 + a2) for small x, we can further approximate:

φ̂ = φ+ σφ � tan−1
(IFQ

IFI

)
− σQIFI + σIIFQ

IF2
I + IF2

Q

(5.33)
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Consequently, the standard deviation of the estimated phase becomes:

σφ =
σQIFI + σIIFQ

IF2
I + IF2

Q

=
σ sin(π/4 + φ)√

2GRXPRX

(5.34)

where the standard deviation of the noise at the two outputs is assumed equal σI = σQ = σ

and the fact that IF2
I + IF2

Q = GRXPRX and IFI + IFQ =
√
2GRXPRX sin(π/4 + φ) has been

used.

Since we are interested only in the worst case σφ, which occurs when sin(π/4 + φ) = 1,

the formula for the estimation error of the phase can be derived:

σφ =
1√

2GRXPRX/σ2
=

1√
2SNRo

(5.35)

Therefore, the standard deviation of the estimated phase depends on the SNR of the system.

Accounting for flicker noise, the receiver output noise power spectral density (PSD), at

each of the I and Q outputs, can be expressed as:

NRX = kBT

(
1 +

fc
f

)
FGRX (5.36)

where fc is the output 1/f noise corner. If the IF low-pass filters in figure 5.9b are imple-

mented by averaging several measurements over the measurement time τs, the SNR at the

receiver output is calculated by employing equation (5.94) of appendix 5.A for DC signals

under combined 1/f and white noise:

SNRo =
PRXGRX

kBTFGRX(1/τs + fc ln 16)
=

PRX

kBTF (1/τs + fc ln 16)
(5.37)

The estimation of the target distance will be performed by switching between two fre-

quencies spaced by Δf . The accuracy of the radar, measured by the standard deviation of

the distance, is given by equation (5.23):

σR,Δf =
c

4πΔf
·
√
σ2
φ1

+ σ2
φ2

=

√
2c σφ

4πΔf
(5.38)

where σφ1 = σφ2 = σφ. In order to unwrap the phase and improve the accuracy, the following

condition must be true at 122GHz:

σR,Δf <
c

8f0
= 0.307 mm (5.39)
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Table 5.2: Radar transceiver parameters

Symbol Description Value
R Target distance 2-3m
σ Radar cross-section 0.01m2

f0 Center frequency 122GHz
T System temperature 300K
Gant Antenna gain 20 dBi
PTX Transmit power 0 dBm
ac Coupler coupling ratio 6 dB
F Receiver noise figure 15 dB
fc Receiver flicker noise corner 10 kHz
τs Measurement time variable

Equations (5.35), (5.37) and (5.38) can be combined to predict the accuracy of the two

frequency steps radar, σR,Δf , versus the measurement time and the 1/f noise corner frequency

for the system parameters summarized in table 5.2. The EIRP is set to 20 dBm, in accordance

with the regulation for the 122GHz ISM band while the receiver noise figure has been set

to 15 dB, higher than that of state-of-art D-band SiGe HBT transceivers (e.g. [177–180]) in

order to account for the degradation due to the coupler loss. The flicker noise corner for

the receiver was set to 10 kHz, which is based on simulations of the receiver presented in

chapter 6.

Figure 5.11a illustrates the accuracy σR,Δf of the detected distance versus measurement

time when the distance of the target is 2 and 3m. Although the accuracy can be improved

substantially with increasing τs, none of the two cases achieves the limit of 0.307 mm required

to unwrap the phase. As indicated in equation (5.37), the 1/f noise component is immune

to averaging, leading to a plateau, after which increasing the measurement time does not

improve the accuracy. This plateau can be calculated from equation (5.37) by letting τs → ∞:

SNRo,max =
PRX

kBTFfc ln 16
(5.40)

The impact of 1/f noise is also highlighted in figure 5.11b where the accuracy is plotted

versus the 1/f noise corner frequency, for two measurement times. As the corner frequency

increases above approximately 1 kHz, the accuracy rapidly degrades even when τs = 1msec.

In 77GHz automotive radars found in the literature [7,8], the receivers are homodyne and

are implemented in SiGe, which exhibits better 1/f noise corners than CMOS. For example

in [8] a corner frequency of 60 kHz is reported, which would have been unacceptable for this

application. However, the problem is less severe in the FMCW radar because the distance
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(a) Accuracy versus measurement time. (b) Accuracy versus 1/f noise cut-off frequency.

Figure 5.11: Accuracy (σR,Δf ) of the homodyne radar transceiver.

information is encoded at a finite beat frequency, rather than DC. As reported in [8], the

frequency ramps can be made sufficiently steep for the beat frequencies to be near or even

above the 1/f noise corner frequency.

Therefore, it becomes evident that a different transceiver design is necessary to alleviate

the 1/f noise problem.

5.5.3. Heterodyne Transceiver

Consider the proposed heterodyne transceiver (TXRX) of figure 5.12. The TX LO is

tuned at frequency f0 and the transmitter generates a CW signal:

TX(t) = ATX cos(2πf0t)

After being reflected by the target, it appears at the input of the receiver:

RX(t) = ARX cos(2πf0t− 2πf0τD)

Unlike the homodyne transceiver, the receiver now has a separate VCO that is tuned to a

slightly different frequency to that of the transmitter, f0 − fIF. As a result, the receiver

output is at a finite frequency fIF:

IF(t) = ARX cos(2πfIFt− 2πf0τD)
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Figure 5.12: Heterodyne radar transceiver architecture.

The phase of the IF signal cannot be measured directly as it would depend on the start

time of observation. To circumvent this problem, a separate reference receiver is introduced,

which also generates a sinusoid at fIF but whose phase is independent of the target distance:

REF(t) = AREF cos(2πfIFt+ φref )

The phases of the IF and REF output sinusoids are compared, yielding φ1 = 2πf0τD − φref .

The process is repeated at the next frequency step f0 + Δf where the RX LO is tuned at

f0 + Δf − fIF, yielding φ2 = 2π(f0 + Δf)τD − φref . When φ1 and φ2 are subtracted, φref

vanishes and the distance can be calculated directly by equation (5.22).

The advantage of the heterodyne transceiver becomes apparent when the IF frequency fIF

is set to a larger value than the 1/f noise corner frequency fc. In that case, the receiver filter

that will act on the IF and REF outputs and will cut-off the 1/f noise, drastically improving

the SNR compared to that of the homodyne transceiver. A simple way to implement the

filter and simultaneously calculate the phase difference between the IF and REF outputs

is to directly digitize them, calculate their DFTs and subtract the phases of the Fourier

coefficients that correspond to frequency fIF [181, 182]. The phase error due to noise then

becomes [181]:

σφ =
1√

SNRo

(5.41)

where SNRo is the SNR at the IF output of the receiver.
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(a) Accuracy versus measurement time of the hetero-
dyne TXRX compared with the homodyne.

(b) Measurement time required to achieve a resolu-
tion of 0.3mm versus the receiver noise figure for a
distance of 3m.

Figure 5.13: Accuracy (σR,Δf ) of the heterodyne radar transceiver.

Assuming that the frequency fIF is larger than the 1/f noise corner, the SNRo at the IF

output, after the calculation of the DFT, is calculated by equation (5.100) of appendix 5.A:

SNRo =
S2
i τs
Ni

(5.42)

where Si, is the amplitude of the sinusoid and Ni is the white noise PSD. In this case,

S2
i = PRXGRX and Ni = kBTFGRX resulting to:

SNRo =
GRXPRXτs
kBTFGRX

=
PRXτs
kBTF

(5.43)

As in the homodyne transceiver, the distance accuracy is governed by equation (5.38),

which can be combined with (5.41) and (5.43) to predict the system accuracy of the hetero-

dyne radar. Figure 5.13a shows the accuracy versus measurement time of the heterodyne

TXRX, compared to that of the homodyne for the parameters of table 5.2. At short mea-

surement times, where the noise in dominated by its white component, the accuracy of the

heterodyne radar is
√
2 times worse than that the homodyne due to the absence of a quadra-

ture receiver. As the measurement time increases, the white noise is filtered out, drastically

improving the accuracy and surpassing that of the homodyne. At a distance of 2m, the

distance accuracy becomes better than 0.3mm, after 150μsec whereas the corresponding

measurement time for a distance of 3m is 2msec. Due to the absence of 1/f noise, no
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Figure 5.14: IQ heterodyne transceiver architecture.

plateau is formed in the accuracy curve, which keeps improving with τs.

Figure 5.13b depicts the measurement time required to achieve a resolution of 0.3mm

versus the receiver noise figure. A noise figure as high as 20 dB can be tolerated at the

expense of increased integration time. If the resolution target of 0.3mm is reached and

phase unwrapping is performed, the accuracy of the system will be improved to less than

1μm, indicating that it will not be dominated by noise, but rather by other systematic

errors.

The σφ of the heterodyne TXRX can be improved by a factor of
√
2 with the IQ architec-

ture of figure 5.14. The operation of this system is identical to the one of figure 5.12, apart

from the fact that quadrature receivers are introduced at both the reference and receive

channels. The output sinusoids are now complex and the estimation error becomes [181]:

σφ =
1√

2SNRo

(5.44)

which is identical to that of the homodyne TXRX. Figure 5.15 illustrates the accuracy versus

measurement time for the IQ heterodyne TXRX. As expected, the IQ heterodyne TXRX

has superior performance since it avoids the 1/f noise without the
√
2 penalty in σφ.

There are disadvantages associated with the proposed heterodyne architectures. First,
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Figure 5.15: Accuracy versus measurement time of the IQ heterodyne TXRX compared with
the homodyne.

the system complexity is increased substantially compared to the homodyne case, as two os-

cillators and two mixers are required. The increased complexity inevitably leads to increased

design effort, especially at 122GHz, as well as to additional power dissipation. Furthermore,

having two oscillators on the same die operating at a small frequency offset poses a new

design challenge because of the finite isolation that can be achieved on die. At small offsets,

the two oscillators will tend to injection lock each other and force the system to operate at

zero-IF, negating the heterodyne advantage. To avoid this adverse condition, fIF needs to

be sufficiently large to avoid injection locking. However, in that case, fIF could be too high

to be directly digitized by a simple ADC and further downconversion might be necessary.

5.5.4. Homodyne Transceiver with Chopping

An alternative implementation of the homodyne architecture that deals with the 1/f

noise problem is also possible, through the use of chopping [183]. A straightforward way to

implement chopping in the transceiver is to periodically change the transmitted signal, at

a rate higher than the receiver 1/f noise corner, thus moving the IF signal from DC to a

higher frequency. Such an implementation is shown in figure 5.16 where BPSK modulators

(±1 multipliers) are introduced in the transmit path.

Interestingly, this architecture is very similar to the pulsed radar. The TX phase switching

can be used for a coarse distance estimation and perform the necessary phase unwrapping and

the final distance estimation can be achieved by measuring phase delay at only one frequency.
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Figure 5.16: Radar transceiver with coarse/fine distance measurement and chopping.

However, this architecture suffers from the same synchronization challenges between the

transmitter and the receiver, as in all pulsed radars. Furthermore, any IQ imbalance in the

receivers is going to directly translate in distance measurement error, and I-Q calibration is

necessary [184].

5.5.5. Impact of Phase Noise

The previous analysis assumed that the only source of noise in the system was the

receiver output noise floor. It ignored the phase noise of oscillator signals which can be

significant noise contributors. As will be shown below, short-range radars have an inherent

advantage in dealing with phase noise compared to communication systems and long-range

radars.

Consider the heterodyne TXRX of figure 5.12 with phase noise included in both oscilla-

tors. The signal generated by the transmitter is then given by:

TX(t) = ATX cos[2πf0t+ φTX(t)]

where φTX(t) is the phase noise signal generated by the TX LO. The REF output becomes:

REF(t) = AREF cos[2πf0t+ φref + φTX(t)− φRX(t)]

where φRX(t) is the corresponding phase noise of the RX LO. The signal at the input of the

receiver after the round-trip delay τD is:

RX(t) = ARX cos[2π(f0 + fIF)(t− τD) + φTX(t− τD)]
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and after downconversion to IF:

IF(t) = AIF cos[2πfIFt− 2πf0τD + φTX(t− τD)− φRX(t)]

The phases of IF(t) and REF(t) are then subtracted to calculate τD, yeilding:

Δφ = 2πf0τD − φref −Δφn(t) (5.45)

where

Δφn(t) = φTX(t− τD)− φTX(t) (5.46)

is the error due to the phase noise of the oscillator. If τD is small, the subtraction of a phase

noise signal from its delayed replica leads to a noise cancelation effect, known as phase noise

correlation or range correlation [185, 186]. If the single-sideband power spectral density of

φTX(t) is Sφ, the spectral density of Δφn(t) is given by [186]:

SΔφ = Sφ · 4 sin2
(
πτDf

)
= Sφ

[
4 sin2

(
2π
Rf

c

)]
(5.47)

where f is the frequency offset from the carrier. Therefore, range correlation acts on the

noise close to the carrier and attenuates it.

The receiver output PSD, including phase noise, becomes:

No,RX = 2GRXPRXSΔφ + kBTFGRX (5.48)

where the factor of 2 comes from the conversion of the single sideband phase noise spectrum

of the VCO to double sideband After collecting N samples during time τs and calculating

the DFT, the noise calculates to:

No = 2

∫ N
2τs

0

(2GRXPRXSΔφ + kBTFGRX)
sin(πfτs)

2

N2 sin(πfτs/N)2
[
1− cos(2πfτs)

]
df (5.49)

where the second term in the product accounts for the DFT filtering and the third term

describes the fact that the measurements are paired (appendix 5.A). Assuming that N is

large (>20), the above expression simplifies to:

No � 2

∫ ∞

0

(2GRXPRXSΔφ + kBTFGRX)
sin(πfτs)

2

π2f 2τ 2s

[
1− cos(2πfτs)

]
df = (5.50)

= 2

∫ ∞

0

[
8GRXPRXSφ sin

2
(
2π
d f

c

)
+ kBTFGRX

]
sin(πfτs)

2

π2f 2τ 2s

[
1− cos(2πfτs)

]
df
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Figure 5.17: Impact of the oscillator phase noise.

The integral in (5.50) cannot be calculated analytically and numerical integration needs to

be employed.

To simulate the SNR using the above formula, the phase noise profile, Sφ, of figure 5.17a

is assumed for the TX oscillator. Typically, the LO is locked in a PLL with a low frequency

crystal reference. The phase noise is then equal to that of the reference plus 20 logNd inside

the PLL bandwidth, fBW . Nd is the ratio of the TX frequency over the reference frequency.

As illustrated in figure 5.17a, the reference phase noise drops with 20 dB/decade slope until

a low frequency fr, usually between 100Hz to 1 kHz. After fr, the phase noise is flat and

equal to Nfl up until the PLL bandwidth fBW , after which the PLL tracks the phase noise

of the open loop oscillator, which typically exhibits a 20 dB/decade slope. Worst case fr

and Nfl values for a 50MHz crystal reference are 1 kHz and -125 dBc/Hz+20log(2440) =

-57 dBc/Hz respectively.

Figure 5.17b shows the SNR of the heterodyne radar system for a distance of 2m and

fBW=50 kHz, for different values of Nfl. Even at the extreme case when Nfl=-40 dBc/Hz,

the SNR is only 3 dB worse for 1msec integration time. This degradation can easily be

recovered by increasing the integration time to 2msec.

The above simulations highlight the fact that the impact of phase noise on the system

accuracy is minimal, as long as the maximum target distance R is small. This highly benefi-

cial outcome is due to the extensive filtering of phase noise in the system. At low frequency

offsets, the phase noise is filtered by the range correlation effect, whereas at higher offsets, it

is filtered by the DFT averaging. Consequently the dominant source of noise in the system
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Figure 5.18: Analysis of systematic errors

was properly assumed to be the receiver noise figure and not the TX LO phase noise.

5.6. Calibration

There are numerous sources of systematic errors in the transceivers presented in sec-

tion 5.5 that need to be taken into consideration. The nature of there errors can be easily

identified if the operation of the proposed transceivers is revisited from a different point of

view. Essentially, they generate a CW signal and measure its relative change in amplitude

and phase as this signal travels in free space and gets reflected back by a target. This is

identical to the operation of the one-port reflectometer, or the one-port Vector Network

Analyzer (VNA), for which the sources of errors are well understood and documented. Fur-

thermore, well defined methods for VNA calibration exist and can be taken advantage of in

the proposed radar system.

5.6.1. Sources of Error

The impairments that lead to systematic errors in the monostatic transceiver are sum-

marized in figure 5.18a [187, 188]. The error coefficients e00, e01, e10 and e11 are generally

complex numbers and capture the error sources in the one-port VNA. e00 is the directivity

error and corresponds to the unavoidable direct leakage of signal from the transmitter to

the receiver. The major source of this leakage is the imperfect isolation of the coupler, but

also substrate and electromagnetic coupling between neighboring transmitter and receiver

circuits. e01 and e10 are the reflection tracking errors and account for attenuation and finite

delay that the signal experiences inside the transceiver. e11 is the source match error and

corresponds to the unwanted reflections due to the imperfect matching of the antenna and

coupler. The impact of any other phase shift and leakage that occurs inside the transceiver,

can be lumped in the e00, e01 and e10 coefficients.
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5.6.2. External Calibration

The error coefficients of figure 5.18a are better illustrated and can be analyzed through

the signal flow graph of figure 5.18b. If the reflection coefficient under measurement is

ΓL, then due to e00, e01, e10 and e11, the system measures a different, erroneous reflection

coefficient ΓM. Simplifying the signal flow graph yields ΓM:

ΓM = e00 +
e10e01ΓL

1− e11ΓL

(5.51)

Setting

a = e10e01 − e00e11 (5.52)

b = e00 (5.53)

c = −e11 (5.54)

transforms equation (5.51) to:

ΓM =
aΓL + b

cΓL + 1
(5.55)

The measured reflection coefficient ΓM can be used to calculate the actual reflection coeffi-

cient ΓL, provided that a, b and c are known.

The calibration procedure for characterizing a, b and c involves measuring three known,

arbitrary reflection coefficients ΓL1, ΓL2, ΓL3 with corresponding measured system outputs

ΓM1, ΓM2, ΓM3. Substituting in equation (5.55) leads to a linear system of equations that

can be solved for a, b and c:⎡⎢⎣ΓL1 1 −ΓL1ΓM1

ΓL2 1 −ΓL2ΓM2

ΓL3 1 −ΓL3ΓM3

⎤⎥⎦
⎡⎢⎣ab
c

⎤⎥⎦ =

⎡⎢⎣ΓM1

ΓM2

ΓM3

⎤⎥⎦ (5.56)

Once a, b and c have been calculated, the corrected ΓL can simply be found from any

measured ΓM using the equation:

ΓL =
ΓM − b

a− cΓM

(5.57)

In order to calibrate the radar transceivers of figures 5.9b, 5.12 or 5.15, a procedure that

involves three external loads is necessary. The simplest way to implement this process in

free space is to use an external reflector at predefined positions. For example, as illustrated

in figure 5.19 [189], one measurement can be done with no reflector present, thus ΓL1 = 0.

Subsequently for the next two measurements, a reflector is brought at distances d1 and
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Figure 5.19: Three stage free space calibration.

d2, that are not multiples of λ/2, corresponding to reflection coefficients1 ΓL2 = −1 and

ΓL3 = −1/[4(d2 − d1)]
2ej4π(d2−d1)/λ.

The free-space calibration method is straightforward, requires no additional hardware

and inherently captures all the antenna imperfections, such as its delay and spurious re-

flections from nearby objects. However, it still requires external components and precise

placement of a reflector, which is impossible in many situations. For example, in [145] the

sensor waveguides and antenna are built in the chassis of a steam turbine, making the use

of a reflector difficult. As a result, a built-in calibration method that would minimize or

completely avoid the use of external hardware is desirable.

5.6.3. Built-in Calibration

The key idea for implementing a built-in calibration method in the heterodyne transceiver,

without significant extra hardware, is to take advantage of the reference receiver. Consider

the modified heterodyne transceiver of figure 5.20. The reference channel is now an exact

duplicate of the main channel, but instead of an antenna, it is terminated on a tunable load.

This load can be characterized externally, as a separate circuit, and the exact values of the

reflection coefficients it can generate will be known. The reference channel in the transceiver

can switch between three load values ΓL1, ΓL2, ΓL3 and perform an one-port calibration,

according to equations (5.56) and (5.57).

Nonetheless, the question arises of which reference is appropriate to compare the output

of the calibration receiver VCAL with in order to measure the phase shifts between the different

loads. To answer this, equations (5.56) and (5.57) need to be revisited and examine what

1With this calibration, the distances will be calculated relative to d1. Distances will still be accurate if
ΓL3 = −ej4π(d2−d1)/λ
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Figure 5.20: Heterodyne transceiver with built-in calibration.

happens if an arbitrary reference is used.

Assume that the reflection coefficients ΓM1, ΓM2, ΓM3 that correspond to the known ΓL1,

ΓL2, ΓL3 are measured with an arbitrary reference Vref . By definition, ΓMn = Vr,Mn/Vi,Mn,

where Vr,Mn and Vi,Mn are the reflected and incident voltages respectively and n = 1, 2, 3.

ΓMn can be rewritten as:

ΓMn =
Vr,Mn

Vref
· Vref
Vi,Mn

= Γ̃Mn · Vref
Vi,Mn

= Γ̃Mn · Vref
Vi

(5.58)

where Γ̃Mn = Vr,Mn/Vref is the ΓMn referred to Vref . Note that the assumption that Vi,Mn = Vi,

i.e. that all reflection coefficients are measured under the same transmitter conditions was

made. Solving for Γ̃Mn yields:

Γ̃Mn = ΓMn · Vi
Vref

(5.59)

Replacing ΓMn from (5.58) to (5.56):⎡⎢⎣ΓL1 1 −ΓL1Γ̃M1

ΓL2 1 −ΓL2Γ̃M2

ΓL3 1 −ΓL3Γ̃M3

⎤⎥⎦
⎡⎢⎣a

Vi

Vref

b Vi

Vref

c

⎤⎥⎦ =

⎡⎢⎣Γ̃M1

Γ̃M2

Γ̃M3

⎤⎥⎦ (5.60)

Defining ã = aVi/Vref and b̃ = bVi/Vref , the above equation can be solved:

⎡⎢⎣ãb̃
c

⎤⎥⎦ =

⎡⎢⎣ΓL1 1 −ΓL1Γ̃M1

ΓL2 1 −ΓL2Γ̃M2

ΓL3 1 −ΓL3Γ̃M3

⎤⎥⎦
−1 ⎡⎢⎣Γ̃M1

Γ̃M2

Γ̃M3

⎤⎥⎦ (5.61)
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To examine the usefulness of the new calibration coefficients ã and b̃, equation (5.57) can

be manipulated as follows:

ΓL =
ΓM − b

a− cΓM

=
ΓM

Vi

Vref
− b Vi

Vref

a Vi

Vref
− cΓM

Vi

Vref

=
Γ̃M − b̃

ã− cΓ̃M

(5.62)

Therefore, absolute knowledge of a and b is not strictly necessary. It suffices if all the

measurements are referenced to an arbitrary Vref , since the absolute ΓL can still be calculated.

An obvious choice for Vref in the system of figure 5.20 is the output of the main receiver

VIF. Suppose that there is no reflector present during the measurement of Γ̃M1, Γ̃M2 and Γ̃M3,

i.e., the antenna is pointing to the free space. Then, at a first step, the modified calibration

coefficients are calculated from equation (5.61). At a second step, observing that

Γ̃M = ΓM · Vi
Vref

=
VIF
Vi

· Vi
VIF

= 1 (5.63)

and from equation (5.62), ΓL simply becomes:

ΓL =
1− b̃

ã− c
= Γant (5.64)

Therefore, not only the modified calibration coefficients ã, b̃ and c can be found, but also

the antenna reflection coefficient Γant.

For regular measurements, i.e. when a target is present, the tunable load is set to the

calculated Γant and the signal from the calibration channel becomes the reference signal for

the main channel. The output VIF is compared to VCAL to measure Γ̃M and the calibrated

ΓL is calculated from equation (5.62). The calculated ΓL needs to be further corrected for

the imperfect antenna reflection coefficient Γant:

Γ′
L =

ΓL

1 + ΓLΓant

(5.65)

The proposed calibration procedure has several advantages. The impairments of the

transceiver can be calibrated out without using any external component. The only require-

ment is for the antenna to point to free space during calibration. Furthermore, the antenna

reflection coefficient Γant is calculated during the calibration procedure, which can be used

to correct ΓL.

It should be emphasized that this method relies on the perfect matching between the

calibration and measurement channels. Any mismatch due to process variation or layout

imperfections between the two will lead to additional errors that cannot be calibrated out.
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G(f)

g(t)
xi(t)+ni(t) xo(t)+no(t)

Figure 5.21: Filtering system

Layout asymmetries can be factored out with careful layout but process variation can still

present a challenge. Moreover, the tuner in the calibration load needs to be characterized

independently as a separate breakout and any variation between the pre-characterized tuner

and the one in the TXRX will also lead to errors.

5.7. Summary

The different approaches for implementing a precision distance sensor have been pre-

sented and analyzed. First, frequency stepping was selected as the waveform of choice due

to its simplicity and potential for high accuracy due to its inherent immunity to errors in

the generation of the modulation waveform. Second, the different transceiver architectures

that are suitable to implement the radar sensor were analyzed with respect to their resulting

signal to noise ratio. The heterodyne architecture was proposed as a solution to the 1/f

noise problem and was shown to achieve the highest SNRs. Third, the impairments in the

RF front-end that lead to systematic errors in the frequency stepping method were analyzed

and a new method for built-in calibration was proposed.

Implementation examples of the IQ heterodyne architecture and of the heterodyne with

built-in calibration will be presented in the following chapter.

5.A. Appendix: Estimation of Signals Under Noise

5.A.1. Single Versus Paired Measurements

Consider the simple system of figure 5.21, where the input to a Linear Time Invariant

(LTI) system with impulse response g(t) and transfer function G(f), is composed of a useful

signal xi(t) corrupted by a random noise signal ni(t). The system outputs are assumed to

be xo(t) and no(t).

Generally, xi(t) is the output of a noisy sensor that needs to be measured and the aim of

the LTI system g(t) is to provide adequate filtering that will result in improving the signal-

to-noise ratio (SNR) at its output compared to its input. This filtering action requires a

certain amount of time τs which is referred to as measurement time or integration time.
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There are two ways that the measurement can be performed. In the case of a singe

measurement, the signal along with the noise pass through the filter g(t) for time τs and the

output xo(τs) + no(τs) is recorded. A second method, known as paired measurements, is to

first record the output of the filter no(t0) when no useful input signal is present and after

the filter has been acting for a sufficiently long time t0. Following that, the useful signal xi

is introduced at t0 and the output xo(t0 + τs) + no(t0 + τs) is recorded after time τs. The

final result is formed by subtracting xo(t0 + τs) + no(t0 + τs)− no(t0).

In all real-world systems, some form of paired measurement is necessary in order to

subtract the effect of DC offsets and other non-idealities that would otherwise corrupt the

input signal. The purpose of this section is to derive analytical formulas for the output SNR

when paired measurements are considered for three popular filter transfer functions.

Most of the derivations in this appendix can be found in [161,190,191] and are repeated

for completeness.

5.A.2. SNR Calculation

In the case of paired measurements, the useful input signal arrives at time t0, and the

output Δxo is calculated after measurement time τs:

Δxo =
[
xo(t0 + τs) + no(t0 + τs)

]− no(t0) = xo(t0 + τs) +
[
no(t0 + τs)− no(t0)

]
(5.66)

The signal-to-noise ratio is defined as:

S

N
=
xo(t0 + τs)

2

σ2
Δxo

(5.67)

where σ2
Δxo

is the noise variance:

σ2
Δxo

=
[
no(t0 + τs)− no(t0)

]2
= no(t0 + τs)2 + no(t0)2 − 2n(t0 + τs)no(t0) (5.68)

Assuming that n(t) is stationary (which is true for both white and 1/f noise), n(t0 + τs)2 =

n(t0)2 = σ2
no. Therefore,

σ2
Δxo

= 2σ2
no − 2no(t0 + τs)no(t0) = 2

[
ψ(0)− ψ(τs)

]
(5.69)

where ψ(τs) = no(t0 + τs)no(t0) and as a result, ψ(0) = no(t0)no(t0) = no(t0)2 = σ2
no

Since ψ(τs) is a noise autocorrelation function, it can be expressed through the Wiener-

Khintchine theorem:

ψ(τs) =

∫ ∞

0

Sno(f) cos(2πfτs) df (5.70)
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where Sno(f) = Sni(f)|G(f)2| is the noise power spectral density (PSD) at the output of the

filter and Sn(f) is the PSD at its input. Consequently,

ψ(τs) =

∫ ∞

0

Sni(f)|G(f)|2 cos(2πfτs) df (5.71)

and

σ2
Δxo

= 2

∫ ∞

0

Sni(f)|G(f)|2
[
1− cos(2πfτs)

]
df (5.72)

Substituting in (5.67) yields the final expression for the SNR [190]:

S

N
=

xo(τs)
2

2

∫ ∞

0

Sni(f)|G(f)|2
[
1− cos(2πfτs)

]
df

(5.73)

The factor 2
[
1− cos(2πfτs)

]
in the above equation arises because of the paired readings and

is equal to unity for a single measurement.

5.A.3. DC Signal in the Presence of White Noise

The SNR at the output of the filter will be calculated when the input signal is DC

with amplitude Si and is corrupted by white noise with PSD Sni(f) = Ni. Since the DC

signal arrives at the input of the filter abruptly at time t0, the output xo(τs) after time τs

corresponds to the step response.

5.A.3.1. Low-pass filtering

Suppose G(f) is a low-pass filter with cut-off frequency fc = 1/τc:

G(f) =
1

1 + j2πτcf
(5.74)

while

|G(f)|2 = 1

1 + (2πτcf)2
(5.75)

The step response of the filter after time τs is:

xo(τs) = Si(1− e−τs/τc) (5.76)

Substituting (5.75) and (5.76) in (5.73) yields [190]:

S

N
=

S2
i (1− e−τs/τc)2

2

∫ ∞

0

Ni

1 + (2πτcf)2
[
1− cos(2πfτs)

]
df

=
2S2

i (1− e−τs/τc)τc
Ni

(5.77)
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In order for the filter to settle to within 1% of its final value, τs = 4.6τc. Then the

1− e−τs/τc term in (5.77) vanishes:

S

N
=

2S2
i τc
Ni

=
0.43S2

i τs
Ni

(5.78)

Consequently, the SNR improves linearly as the filter cut-off frequency fc is reduced and the

measurement time τs increases

5.A.3.2. Integration

Suppose G is an integrator with integration time τi:

G(f) =
1− e−j2πfτi

j2πf
(5.79)

and

|G(f)|2 = 1− cos(2πfτi)

2π2f 2
(5.80)

The step response of the integrator is simply

xo(τs) = Siτi (5.81)

Substituting (5.80) and (5.81) in (5.73) and setting τs = τi (i.e. the measurement time is the

integration time) yields [190]:

S

N
=

S2
i τ

2
i

2

∫ ∞

0

Ni

[
1−cos(2πfτi)

]2
2π2f2 df

=
S2
i τi
Ni

=
S2
i τs
Ni

(5.82)

Comparing (5.82) with (5.78), it can be seen that for fixed measurement time τs the

integrator output will have an approximately 2.3 times better SNR than the low-pass filter.

5.A.3.3. Averaging

A more realistic scenario for G would be to apply an analog anti-aliasing filter and collect

N samples of the signal with rate fs = 1/Ts. Subsequently, the DC signal can be estimated by

averaging the samples, which is equivalent to calculating the DC component of the Discrete

Fourier Transform. The transfer function of the averaging filter can then be expressed as:

G(f) =
sin(NπfTs)

N sin(πfTs)
exp[−j(N − 1)πfTs] , f <

1

2Ts
(5.83)
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Figure 5.22: Plot of f(β) versus β

and G(f) = 0 when f > 1
2Ts

due to the anti-aliasing filter. However, the measurement time

τs is related to the number of samples collected and the sampling period: τs = N Ts and as

a result:

G(f) =
sin(πfτs)

N sin(πfτs/N)
exp[−j(N − 1)πfτs/N ] , f <

N

2τs
(5.84)

and |G(f)|2 becomes:

|G(f)|2 = sin(πfτs)
2

N2 sin(πfτs/N)2
(5.85)

Substituting in (5.73) yields:

S

N
=

S2
i

2

∫ N
2τs

0

Ni
sin(πfτs)

2

N2 sin(πfτs/N)2
[
1− cos(2πfτs)

]
df

=
S2
i τs
Ni

(5.86)

Consequently, the DFT averaging has the same SNR performance as the integrator.

5.A.4. DC Signal in the Presence of 1/f Noise

In this section, the SNR of the filter will be calculated when the input DC signal Si is

corrupted by 1/f noise with PSD Sni(f) = K/f .
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5.A.4.1. Low-pass filtering

For the 1/f noise case, equation (5.77) becomes [190]:

S

N
=

S2
i (1− e−τs/τc)2

2

∫ ∞

0

K

f

1

1 + (2πτcf)2
[
1− cos(2πfτs)

]
df

=
S2
i

2K
· f(β) (5.87)

where

f(β) =
(1− e−β)2∫ ∞

0

1− cos z

z(1 + z2/β2)
dz

(5.88)

while β = τs/τc and z = 2πfτs. f(β) can only be calculated numerically and is depicted in

figure 5.22. It attains a singe maximum value of approximately 0.76 when β � 0.8, i.e. when

τs = 0.8τc. Most importantly, increasing the measurement value τs beyond its maximum

value will decrease the output SNR.

At the maximum of f(β), the expression (5.87) for the SNR becomes:

S

N
=

0.38S2
i

K
(5.89)

5.A.4.2. Integration

Similarly, the expression for 1/f noise in the integrator can be calculated [190]:

S

N
=

S2
i τ

2
i

2

∫ ∞

0

K

[
1− cos(2πfτi)

]2
2π2f 3

df

=
S2
i τ

2
i

4Kτ 2i ln 2
=

S2
i

K ln 16
=

0.36S2
i

K
(5.90)

The output SNR is independent of the measurement (integration) time. Furthermore, the

SNR is essentially identical to the low-pass filter case.

5.A.4.3. Averaging

The DFT averaging under 1/f noise results in the following SNR:

S

N
=

S2
i

2

∫ N
2τs

0

K

f

sin(πfτs)
2

N2 sin(πfτs/N)2
[
1− cos(2πfτs)

]
df

� S2
i

2

∫ ∞

0

K sin(πfτs)
2

π2f 3τ 2s

[
1− cos(2πfτs)

]
df

=
S2
i

K ln 16

(5.91)
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where the assumption that N is large has been made, which is valid to within at least two

digits when N > 20. Therefore, as with the white noise case, averaging results in the same

SNR as the integrator.

5.A.5. DC Signal in the Presence of Combined Noise

When both white and 1/f noise are present, it is convenient to express the 1/f component

using its noise corner fcn, which is defined as the frequency where the 1/f noise is equal with

the white noise component. Therefore, K = Nifcn and the input noise PSD can be expressed

as:

Sni = Ni

(
1 +

fcn
f

)
(5.92)

5.A.5.1. Integration

Since the integrator performs better than the low-pass filter in the case of white noise,

only the integrator SNR will be considered. Equation (5.73) reduces to:

S

N
=

S2
i τ

2
i

2

∫ ∞

0

Ni

(
1 + fcn

f

)[
1−cos(2πfτi)

]2
2π2f2 df

=
S2
i τi

Ni +Nifcnτi ln 16
=

S2
i

Ni/τs +Nifcn ln 16

(5.93)

It is evident from equation (5.93) that in the limit of τi = τs → ∞, the SNR is dominated

only by the 1/f noise whereas when fcn → 0, white noise dominates.

5.A.5.2. Averaging

Similarly, the expression for DFT averaging calculates to:

S

N
� S2

i τ
2
i

2

∫ ∞

0

Ni

(
1 + fcn

f

)
sin(πfτs)2

π2f2τ2s

[
1− cos(2πfτs)

]
df

=
S2
i τi

Ni +Nifcnτi ln 16
=

=
S2
i

Ni/τs +Nifcn ln 16

(5.94)

5.A.6. 1/f Noise Singularity

If only a single measurement is performed in the presence of noise and signal, as opposed

to the paired measurements of the previous sections, equation (5.73) simplifies to:

S

N
=

xo(τs)
2∫ ∞

0

Sni(f)|G(f)|2 df
(5.95)
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In the case of 1/f input noise and low-pass filtering the above equation becomes:

S

N
=

S2
i (1− e−τs/τc)2

2

∫ ∞

0

K

f

1

1 + (2πτcf)2
df

(5.96)

Nevertheless, the integral
∫∞
0

K
f

1
1+(2πτcf)2

df is singular and grows to infinity as f → 0,

preventing any safe conclusion to be reached about the SNR (the singularity persists in

the case of the integrator as well). In order for the equation (5.96) to be evaluated, the

assumption that the 1/f noise flattens close to zero frequencies is necessary. This can be

expressed as:
S

N
=

S2
i (1− e−τs/τc)2

2

∫ ∞

0

K

γ + f

1

1 + (2πτcf)2
df

(5.97)

where γ is a small, non-zero number. Ignoring the 1 − e−τs/τc factor (τs = 4.6τc) the SNR

evaluates to:
S

N
=
S2
i

Ni

2 + 8γ2π2τ 2c
2Kγπ2τc +K ln

(
1

4γ2π2τ2c

) (5.98)

Interestingly, the SNR is now sensitive to the measurement time and increases unbound-

edly as τs and τc increase. However, flattening of the 1/f noise spectrum has never been

observed experimentally [192, 193] and consequently only the expressions developed in the

previous sections will be considered valid.

5.A.7. Sinusoidal Signals

In the case the input signal is a sinusoid with frequency f0 and amplitude Si. The

easiest method to improve the SNR would be collect N samples with rate fs = 1/Ts = 2f0,

calculate the Discrete Fourier Transform (DFT) and estimate the sinusoid from the coefficient

k = round(Nf0/fs). This essentially equivalent to the averaging that was employed for DC

signals and has a system transfer function:

G(f) =
sin[Nπ(f − f0)Ts]

N sin[π(f − f0)Ts]
exp[−j(N − 1)π(f − f0)Ts] , f <

1

2Ts
(5.99)

Since the PSD of white noise is flat and independent of frequency, the value of f0 is irrelevant

and the SNR is the same with the DC case:

S

N
=
S2
i τs
Ni

(5.100)

For combined white and 1/f noise, the analysis becomes more involved and the result will
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depend on the corner frequency fcn. However, in all cases we are interested in, the frequency

of the sinusoid will be higher than the noise corner and consequently, the above formula will

suffice.



6
Implementation of 122GHz

and 145GHz Distance

Sensors

T
his chapter presents two distance sensors, at 122 and 144GHz respectively. The

122GHz sensor is based on the proposed IQ heterodyne architecture whereas the

144GHz follows the heterodyne with built-in calibration. In both cases, the transceivers

are based on fundamental frequency oscillators and represent the first such transceivers re-

ported in the literature operating above 100GHz.

In both cases, the proposed circuits attempt to minimize the power consumption, in order

to render the sensors feasible for use in portable systems. This is achieved by eliminating all

the circuit topologies operating from 2.5V or higher, commonly found in bipolar designs.

The overall system cost, which is an important consideration for mm-wave systems, is

usually overwhelmed by the complicated package and the test equipment. Solutions to

these problems will be proposed by using a superstrate antenna along with an on-chip feed

at 122GHz and by employing several self-test functionalities in addition to the built-in

calibration in the 145GHz transceiver.

The IC technology of choice for circuit implementation is the 130 nm SiGe BiCMOS

process from STMicroelectronics, whose details have been presented in sections 2.1.3, 2.2

and 2.3. The technology features fmax of 280GHz, adequate for circuit operation up to

approximately 160GHz [13], along with high Q passives.

The chapter is structured as follows. The 122GHz system architecture is covered in

Section 6.1. A detailed description of the transistor-level design considerations and the sim-

ulated performance of each block are provided in Section 6.2. The experimental verification

of the circuit breakouts and of the packaged chip, including radar experiments over a dis-

tance of up to 2.1m are described in Section 6.4. Section 6.5 presents the system and circuit

details of the 144GHz sensor and section 6.6 the associated measurement results.
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Figure 6.1: Block diagram of the transceiver.

6.1. 122GHz Sensor Architecture

The block diagram of the proposed monostatic 122-GHz transceiver is illustrated in

figure 6.1. Two fundamental frequency Voltage Controlled Oscillators (VCOs), operating at

a frequency difference of up to 5GHz, are employed to generate the transmit and receive LO

signals, allowing for an adjustable receiver output frequency. The signal from the receive

VCO is distributed to the two IQ mixers and to a divide-by-64 chain whose output, at

approximately 1.9GHz, is provided to an off-chip PLL that locks the VCO to a stable

frequency reference.

The local transmit and receive VCO outputs are also downconverted by a second quadra-

ture receiver. The reference path IQ downconverter is identical to the main receiver, apart

from the low noise amplifier, which has been omitted since the amplitude of the two mul-

tiplied signals are large enough for the mixer noise to be irrelevant. The reference receiver

serves a dual purpose. First, it can be used to lock the transmit VCO in an external PLL.

Second, it provides the phase reference for the main receiver (section 5.5.3).

The primary consideration for selecting the IQ heterodyne architecture over the simple

heterodyne, despite its increased complexity, has been the minimum realizable IF frequency

of the system. Specifically, when the two VCOs operate at a sufficiently small frequency
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offset, they will injection lock each other, due to the finite isolation between them, forcing

themselves to oscillate at precisely the same frequency. In the system of figure 6.1, this

would result in the transceiver turning into a homodyne radar, with adverse impact on the

SNR.

Because of the lack of previous experience on mm-wave systems with two VCOs, it was

not known in advance at which offset frequency the injection locking will happen. If it

occurred at even large frequency offsets, the minimum realizable IF frequency might have

been too high for the chip package to handle. Even worse, if the VCOs injection lock when

the TX VCO is operating at the higher end of its frequency tuning curve, while the RX

VCO is at its lower end (or vice versa), it would be impossible for the system to operate

at any finite IF frequency in general. Consequently, to account for the case of having to

operate as a homodyne system, IQ mixers were implemented in both receivers. As discussed

in section 5.5.3 having IQ receivers in heterodyne operation, will also result in improving the

SNR of the system by a factor of two and as a result, if injection locking is avoided, having

IQ receivers will not plague the system performance. However, this SNR advantage by itself

would hardly justify the increased complexity and power dissipation of IQ downconversion

in the RF path.

Due to imperfect antenna, LNA input, and Transmit Amplifier (TA) output matching,

as well as because of imperfections in the antenna coupler, a portion of the transmitted

signal will leak into the receiver, potentially desensitizing it. After conducting an analysis

of different microstrip structures for the directional coupler, in which realistic values were

assumed for the reflection coefficients of the circuit blocks connected to the coupler, and the

process variation of the termination resistor was accounted for, it was concluded that the

isolation between the output of the transmit amplifier and the input of the receiver will not

be greater than 20-25 dB. As a result, it was decided to limit the transmitter output power

to 0 dBm. Therefore, to ensure that the receiver performance is not impaired by the leakage

of the transmitter, the receiver input compression point has to be better than -20 dBm.

Both the transmitter output power and the receiver input compression point are relatively

easy to satisfy using silicon technology at 122GHz. To provide adequate margin in case of

even poorer isolation, output power control in the transmit amplifier and gain control in the

receiver LNA were introduced.

6.2. 122GHz Circuit Design

Unlike all other D-Band SiGe HBT receivers, transmitters and transceivers reported to

date, which operate from 3.3V or higher supplies and consume 1.5W or more, one of the

most important goals of this design was to reduce power consumption below 1W, as needed
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Figure 6.2: Schematic of the quadrature receiver.

for a portable system. As a result, a decision was made from the outset to use only circuit

topologies that operate from 1.2V or 1.8V supplies. Telescopic cascodes were intentionally

avoided and replaced with capacitively or transformer-coupled cascodes or common-emitter

topologies when necessary.

6.2.1. IQ Receiver

The schematic of the IQ receiver is illustrated in figure 6.2. The input signal is first am-

plified by a three-stage LNA followed by common-emitter transistors Q5 and Q6 that double

up as transconductors for the I and Q mixers and as an active power splitter. Transformer-

coupling is employed in the Gilbert-cell mixers that downconvert the 120-GHz RF signal to

a low IF frequency. Highly linear, unity-gain, 50-Ω IF buffers (not shown in the figure) are

used as an interface to the external, 50-Ω environment.

In the system architecture under consideration, the receiver input needs to be well-

matched to 50Ω in order for the 6-dB coupler to be terminated symmetrically. As demon-

strated in section 2.2, the penalty in noise figure when matching directly for maximum

power gain Gmax is relatively low, approximately 0.7 dB. As a result, matching for power

(Gs + jBs = Gog + jBog) was preferred to using inductive feedback to achieve simultaneous
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matching for noise and power. The first stage of the LNA is biased for minimum noise

measure while the second and third stages are biased progressively at slightly higher current

densities in order to increase the amplifier gain with negligible impact on the noise figure.

Gain control is implemented in the third, common-base, stage of the LNA by steering the

bias current between transistor Q3, whose output drives the tuned L-C load, and Q4, whose

collector is connected directly to the power supply. The input impedance of Q3 in parallel

with Q4 remains constant as the current is steered, ensuring that the S11 of the LNA does

not vary significantly with gain control.

Figure 6.3 depicts a detailed small-signal equivalent circuit of the LNA. The amplifier

stages and associated matching networks are denoted in the figure along with the impedances

for simultaneous conjugate matching at 122GHz. All the impedance transformations, apart

from those between the second, common-emitter, stage and the third, common-base, stage,

were performed using simple L-matching networks [41]. A 1:1 transformer between stages

two and three was preferred due to the fact that its secondary provides an immediate DC

current path to ground for the emitter of Q3.

Transistors Q5 and Q6, forming the power splitter, are of identical size and loading,

guaranteeing that the signal applied at their bases is split equally and in-phase among the I

and Q mixers and avoiding unwanted I-Q imbalance. Both the LNA and the transconductor

cells operate with a 1.2V supply.

Because the linearity of the receiver is limited by the mixer, special attention was paid

to maximizing its input compression point. To achieve this, Q5 and Q6 are biased at the

peak fT current density of 1.5mA/μm and their emitter length is set to 7.5μm, more than

two times larger than the size of Q3. Similarly, the mixing quad transistors have an emitter

length of 3.5μm, forming a one-to-one folded cascode with Q5 and Q6 respectively. The

input compression point of the mixer is further improved by inserting 30-pH degeneration
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inductors at the emitters of Q5 and Q6 and by employing a 1.8V supply for the mixing quad

and IF buffers to maximize the linear output voltage swing.

The simulated conversion gain, input 1-dB compression point and double-sideband noise

figure of each of the I and Q mixers (including signal splitting at Q5 and Q6) are 5 dB,

-10 dBm, and 18.5 dB respectively, including the unity gain 50-Ω IF buffers.

Although the linearity of the mixer could, in theory, be improved by further increasing

the size of Q5 and Q6 and the supply voltage of the mixing quads, the required power

consumption becomes prohibitively high. As a result, the number of stages in the LNA was

limited to three so that the receiver achieves the goal of -20 dBm input 1-dB compression

point at maximum gain. Nevertheless, limiting the number of LNA stages does degrade the

overall noise figure resulting in a power-noise-linearity trade-off where noise is traded for

linearity.

The total power consumption of the receiver is 130mW, including the 50-Ω IF buffers.

The simulated downconversion gain, DSB noise figure and input compression point from

the LNA input to either the I or the Q IF outputs are 13.5 dB, 12.5 dB and -20.5 dBm

respectively.

6.2.2. I-Q Generation and Calibration

Due to possible modeling inaccuracies and layout asymmetries in the I-Q LO distribution

circuits, phase calibration is necessary in order to guarantee that the receiver IF outputs are

in quadrature.

Figure 6.4a illustrates the block diagram of the IQ phase correction circuit that splits the

LO signal into quadrature outputs and allows for their phases to be calibrated. Calibration

is performed by adding weighted I and Q cross paths to the main LO distribution path of

opposite phase, i.e. the I cross path is added to the Q main path and vice versa. The

operation of the phase correction circuits can be described in the phasor domain as:

Vout,I = VI + kVQ = A+ kAe−jπ/2 = A− jkA (6.1)

Vout,Q = VQ + kVI = Ae−jπ/2 + kA = kA− jA (6.2)

where A is the amplitude of the I and Q outputs before calibration (assumed equal) and k

is the variable gain of the cross path. The amplitude imbalance and phase difference of the
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I and Q outputs are given by: ∣∣∣∣ Vout,IVout,Q

∣∣∣∣ =
√
A2 + k2A2

√
k2A2 + A2

= 1 (6.3)

� Vout,I − � Vout,Q = tan−1 1

k
− tan−1 k (6.4)

As a result, under ideal conditions, the amplitude ratio of the I and Q outputs remains

constant and the phase difference between Vout,I and Vout,Q can be varied around 90◦, ac-

cording to the sign of k.

Figure 6.4b reproduces the transistor-level schematic of the Q path, highlighted in the

block diagram of figure 6.4a. The input signal is first converted from single-ended to dif-

ferential mode and is split into the main and cross paths using two parallel, differential,

common-emitter amplifiers in a 2:1 size ratio. The output signal from each differential am-

plifier is coupled via 1:1 symmetrical baluns to a buffer amplifier on the main path, and to

a Gilbert-cell Variable Gain Amplifier (VGA) on the cross path. The advantage of using a

Gilbert-cell based VGA is that both variable gain and sign selection are possible. The output

of the VGA is then buffered by a differential common-emitter stage before being added to

the main I path. This buffering stage is absolutely necessary because the output impedance

of the VGA varies with the gain-control setting and would otherwise lead to uncontrolled

loading of the main I path, and ultimately to parasitic amplitude modulation. After adding

the currents of the main and cross paths at the primary of yet another balun, the resulting
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Figure 6.6: Simulated performance of the I-Q generation and calibration circuit at 122GHz.

output signal is buffered by a 3μm differential common-base stage to ensure that the output

power is sufficiently large to fully switch the HBTs in the mixing quads.

As shown in figure 6.4a, the input signal to the phase correction circuit is first split into

in-phase and quadrature paths by a lumped 90◦-hybrid, illustrated in figure 6.5a, which is

designed according to the methodology presented in [194]. Figure 6.5b reproduces the mea-

sured and simulated amplitude imbalance and phase difference between the I and Q outputs

of the hybrid. To perform the S-parameters measurement, two separate test structures with

on-chip 50-Ω terminations were employed. The 6◦ disagreement between measurement and

simulation of the phase difference is attributed to limitations in modeling the lumped com-

ponents, as well as to possible deviation of the on-chip terminations from their ideal 50-Ω

value, indicating the necessity of calibration.

The simulated small signal power gain and phase difference at 122GHz from the input

to the I and Q outputs is illustrated in figure 6.6. A phase adjustment range of 60◦ to 110◦

is predicted. The absolute amplitude imbalance between the I and Q outputs is less than

1.8 dB for the entire phase adjustment range. This amplitude imbalance is not predicted

by equation (6.3) and is due to non-idealities such as unequal delays between the main and

cross paths, as well as due to variation of the VGA transmission phase as a function of its

gain setting. The power consumption of the I-Q generation and calibration circuit is 92mW

from a single 1.2V power supply.
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Figure 6.7: 122GHz Colpitts VCO.

6.2.3. Voltage Controlled Oscillator

The schematic of the 120-GHz fundamental frequency VCO is shown in figure 6.7a and

follows a differential Colpitts topology [195], a common choice for low-phase noise mm-wave

VCOs [196–198]. In order to achieve low phase noise, a single transistor topology is employed.

It has the added benefit of operation from a low-voltage supply, avoiding the use of a stacked

common-base buffer [197,199].

Leeson’s phase noise model predicts that the phase noise at offset Δω from the carrier

frequency ω0 can be calculated by:

L(Δω) =
2FkBT

Ps

[
1 +

ω0

2QΔω

]
(6.5)

where Ps is the signal power provided by the oscillator core to the tank, Q is the quality

factor of the tank and F is a factor that depends on the noise added by the transistors.

Inspecting the above equation reveals that to minimize the phase noise, the quality factor

and the signal power, i.e. the voltage swing on the tank need to be maximized.

In order to optimize the tank quality factor, multifinger, double-side contacted, 130-

nm accumulation-mode FET varactors with 1-μm wide gate fingers were employed. The

measured quality factor of these varactors is 4-16 in the D-band [1], and is typically higher

than that of pn-junction varactors [1, 198], while their measured Cmax/Cmin ratio is 2:1 [1]
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with voltage tuning range that is CMOS compatible (0 - 1.2V).

For the case of the Colpitts VCO, the voltage swing on the tank can be calculated by [200]:

Vtank � 2Ibias

(
C1

C1 + C2

)
Rp (6.6)

where Ibias is the oscillator bias current and Rp is the equivalent parallel resistance of the tank.

As a result, to maximize the voltage swing and thus minimize phase noise, the HBT emitter

length is set to the largest possible value that still permits a reasonable tank inductance

value, 7.5 pH in this case. The HBTs are biased at their peak-fT current density, resulting in

the largest possible Ibias. Biasing at peak-fT current density is associated with increased F in

Leeson’s formula (6.5). Lower current densities, closer to the minimum-Fmin, are generally

preferred at lower frequencies [196]. However, in this case, biasing at peak-fT was found

to yield the highest output power and the highest robustness in terms of satisfying the

oscillation conditions, over supply and temperature variations, and was therefore selected.

To simplify the design of the external PLL and to minimize its noise contribution and

spurs, coarse and fine control of the VCO frequency is provided by two groups of varactors.

The grouping for coarse control has a total varactor size of 13 × 1μm × 0.13μm and can

be adjusted once, at power up, to bring the VCO frequency close to the intended value. A

3 × 1μm × 0.13μm varactor is used for fine tuning as part of the PLL. This arrangement

minimizes the VCO gain in the PLL. Single-ended controls were preferred in order to simplify

the chip interface with the external loop filter, but are known to slightly degrade the VCO

phase noise.

Optimization of the symmetrical VCO layout is crucial to achieve the intended oscillation

frequency and tuning range at D-Band. The 7.5-pH tank inductors were formed as a single, 5-

μm wide, inductive line, with the top two copper layers shunted together for a total thickness

of 6μm in order to be able to precisely control the inductance. Figure 6.7b reproduces the

die microphotograph of a VCO breakout.

The total power consumption of each VCO is 76mW from 1.8V power supply.

6.2.4. LO Distribution

Distributing the 120-GHz LO signal to a relatively large number of circuits without

degrading its amplitude is a challenging task. Passive power splitting has been employed

at lower frequencies (e.g. [6, 122, 201, 202]). However, such an approach would suffer from

very high insertion loss which, ultimately, requires very powerful buffers to be placed at the

output of the VCO. In order to avoid designing such buffers, an active power distribution

solution was preferred, as illustrated in Figs. 6.8a and 6.8b for the cases of the receive VCO
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and the transmit VCO, respectively.

The first set of buffers, placed immediately after the VCOs, employ the smallest tran-

sistor size in order to avoid overloading the VCO, which would endanger the oscillation

condition. Furthermore, in order for the two VCOs to be loaded similarly and to oscillate

in the same frequency range, these buffers are identical for both the TX and RX LO trees.

The second-level buffers are scaled by a factor of two (4μm) and operate close to their 1-dB

output compression point, ensuring that their output power is sufficiently large to drive the

subsequent stages in compression. The third set of buffers in the receiver LO tree have their

inputs connected in parallel and the transistor size is selected such that the divider receives

adequate input power to guarantee proper frequency division.

Conjugate power matching with L-sections was employed between buffer stages, whereas

Π-matching networks were used at the 50-Ω interfaces (fig. 6.8a and 6.8b) since the cor-

responding L-sections would require very small capacitors and would result in very narrow

bandwidth. Simple common-emitter amplifiers were preffered for the buffers over cascodes for

two reasons. First, to minimize the power consumption and second, to avoid the detrimental

effects of the increased sensitivity that cascodes exhibit to output matching. Common-mode

inductors and resistors are introduced to increase the common-mode rejection ratio and

improve the bias stability. All transistors in all buffers are biased at the peak-fT current

density.

The LO distribution network in the receiver delivers +4 dBm to the divider and +1dBm

to each of the I-Q generation and calibration circuits at 120GHz, while consuming 90mW

from a single 1.8V power supply. The transmitter LO distribution tree delivers +1 dBm

to the transmit amplifier and to the reference downconverter while consuming 40mW from

1.8V power supply.

6.2.5. Transmit Amplifier

The schematic of the transmit amplifier is illustrated in figure 6.9a and is identical to

that of the LNA, except for the power supply voltage of the last stage which was increased

to 1.8V in order to ensure that the output power is at least 0 dBm. The output network

was modified to facilitate 50-Ω matching.

The power detector function is realized with a common-collector HBT biased at a low

current density using a nFET current source [203]. The detector is AC-coupled through

a 200-fF capacitor to the output of the amplifier. The smallest HBT size was selected in

order to minimize the loading of the amplifier. The simulated power detector output voltage

versus the output power of the transmit amplifier is reproduced in figure 6.9b.
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Figure 6.8: LO distribution networks.
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6.2.6. 6-dB Coupler

The sketch of the coupled-line, 6-dB antenna coupler is illustrated in figure 6.10a. The

two coupled lines are realized in the top, 3-μm thick, metal layer while the ground plane is

realized with the bottom three metal layers shunted together (figure 2.16a of section 2.3). In

order to meet the required metal density rules, a floating bar in M5, located 1.5μm below the

top metal layer, is inserted between the two arms of the coupler. The width of the floating

bar is chosen to improve the overall isolation of the coupler by optimizing the matching

between the even and odd-mode velocities [175,176].

A comparison between the measured and simulated S-parameters of the 6-dB coupler

is reproduced in figure 6.10b. The 6-dB coupler was also characterized using two separate

test structures with on-chip terminations. The loss of the ”thru” arm remains below 2 dB

at 120GHz while the isolation and input reflection are better than 20 dB. Very good match-
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Table 6.1: Power consumption breakdown of the 122GHz sensor

Block Count Power (mW)
VCO 2 2× 76

Divider chain 1 115
I-Q generation and calibration 2 2× 92

Receiver 1 130
LO distribution 2 90 (RX), 40 (TX)

Reference generation 1 100
Transmit amplifier 1 35

Total (including bias) 900

ing between the simulated and measured ”thru” and ”coupled” transmission coefficients is

achieved. The measured reflection coefficient and isolation slightly deviate from their simu-

lated values. However, it is difficult to know if this is due to a design inaccuracy or because

of deviations and mismatches of the on-chip terminations.

6.2.7. Power Dissipation

A breakdown of the 900mW power consumption of the transceiver chip is presented in

Table 6.1. Most of the power was consumed for generating, distributing and calibrating the

LO signals which was necessary in order to ensure proper operation of the transceiver.

6.3. 122GHz Antenna Design

The antenna was designed by Jurgen Hasch from Robert Bosch GmbH and is a frequency

scaled version of the antenna presented in [204]. It consists of a shorted patch on-die feed

radiating from one side, electromagnetically coupled to an external λ/2 patch resonator,

manufactured on a low-loss quartz superstrate. The electromagnetic coupling between the

feed and the antenna averts the use of cumbersome mm-wave on-chip to off-chip transitions

that are common in 60 and 77GHz designs (e.g. in [205]). The chip is then mounted in a

simple, open-lid QFN package with the external quartz antenna glued on top of the die, as

illustrated in figure 6.11a. Figure 6.11b shows a close-up view of the resonator glued on the

chip.

The antenna was simulated along with the package and the bondwires in a 3D EM-

simulator. The gain and radiation pattern are reproduced in figure 6.12a. The simulated

antenna gain and efficiency are 6 dBi and 50% respectively, including the mismatch loss. The

simulated antenna 1-dB bandwidth of 9GHz is shown in figure 6.12b.

Similar antenna solutions with comparable performance have also been reported at 94GHz

in [95,206].
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(a) Transceiver mounted in a QFN
package. (b) Close up view of the quartz res-

onator.

Figure 6.11: Packaged transceiver.

(a) 3D radiation pattern. (b) Simulated gain versus frequency, including mis-
match losses.

Figure 6.12: Simulated performance of the antenna (courtesy of Jurgen Hasch).
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Figure 6.13: Die microphotograph. The dimensions are 2.2mm×2.6mm.

6.4. Characterization of the 122GHz Sensor

Figure 6.13 shows a die microphotograph of the transceiver which occupies 2.2mm ×
2.6mm. The physical layout methods of sections 2.4 and 2.5 have been extensively employed.

In addition, the receiver, VCOs, and divider have been surrounded with ground shields to

avoid noise coupling and their power supplies are provided from separate pads and employ

isolated supply planes.

The physical distance from the transmit VCO and amplifier to the rest of the circuits

has been maximized in an effort to minimize the leakage from the transmitter to the receiver

and to reduce the frequency range over which the TX and RX VCOs are injection locking.

The antenna coupler, the on-chip power detector, and the phase generation and calibra-

tion circuits allow for the verification of the functionality and for some of the quantitative

performance parameters of the packaged transceiver to be evaluated without mm-wave equip-

ment and measurements. At the same time, due to the difficulty of accurately quantifying

all performance parameters of the integrated transceiver with antenna through free-space

measurements, and in order to evaluate the performance of the individual blocks, several

breakouts of the transceiver circuits were fabricated and characterized separately on wafer.
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(a) Tuning range versus fine control. (b) Tuning range versus coarse control.

Figure 6.14: Measured VCO tuning range.

6.4.1. Breakouts

6.4.1.1. VCO

The VCO was characterized (i) as a standalone breakout, (ii) in a breakout that includes

the VCO and the divider chain, (iii) in the receiver breakout and (iv) in the packaged

transceiver at the divider output. Figure 6.14 reproduces the measured tuning range of the

VCO at the IF output of the receiver, when the fine tuning control is swept from 0 to 1.2V

for different values of the coarse tuning control (fig. 6.14a), and when only the fine control

is swept (fig. 6.14b). The tuning range spans 8.7GHz from 115.2GHz to 123.9GHz.

Figure 6.15 illustrates the measured -100 dBc/Hz at 1MHz phase noise of the VCO at

118GHz. This is on par or better than that of other state of the art SiGe HBT VCOs in

this frequency range [179,207].

6.4.1.2. LNA

The S-parameters of the low noise amplifier were measured in a separate breakout using a

D-band VNA. The S21 and S11 for the first few gain settings are depicted in figure 6.16. The

dashed lines correspond to simulations in the highest gain state. The S11 variation with gain

has been minimized by using the gain control technique described in section 6.2.1. Good

agreement between simulation and measurements has been achieved due to careful modeling

of all interconnects and passive components. Similar results, but with slightly higher S21,

were obtained for the transmit amplifier.

The utilized S-parameter measurement setup in the D-band (110-170GHz) frequency

range is illustrated in figure 6.17. It involves the use of a lower frequency VNA along

with D-band OML frequency extenders, whose input/ouput port is in WR-6 rectangular
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Figure 6.15: Measured phase noise of the VCO at 118GHz.

Figure 6.16: Measured (lines and symbols) S-parameters of the LNA breakout for 6 gain
settings. The dashed lines correspond to simulations at maximum gain.
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(a) D-band Vector Network Analyzer (VNA). (b) D-band waveguide probe and calibration refer-
ence plane.

Figure 6.17: D-band S-parameter measurement setup and deembedding (after [2]).

waveguide. To interface with the circuit, a D-band waveguide circuit microprobe whose

sketch is shown in figure 6.17b is employed. The non-idealities of the measurement setup

are deembedded using a two-tier calibration process, involving a waveguide calibration step

followed by an on-wafer calibration second step. The advantage of this procedure is that it

can independently calculate the error boxes of the VNA and of the waveguide probes. The

latter can the be used to calibrate the noise figure and power measurements presented in

the following sections. A more detailed explanation of the measurement setup, and of the

two-tier deembeding process can be found in [2].

6.4.1.3. Receiver

A separate receiver breakout was characterized with an ELVA-1 D-band noise source and

the Y-factor method [41], as illustrated in figure 6.18. The measured single-ended conversion

gain and DSB noise figure (from the RF input to the I IF output), at a 500-MHz IF frequency,

are shown in figure 6.19. Since the 50-Ω IF buffers have no gain, the entire downconversion

gain is achieved by the RF front-end alone. Although in this application the gain of the

LNA had to be limited in order to preserve the overall linearity of the receiver, the 10-

11.5 dB receiver noise figure is comparable to those of other D-band transceivers fabricated

in technologies with similar performance [177–179].

The measured noise figure is 2 dB better than simulation, consistent with many other

results obtained with this transistor model [1, 208] and is attributed to the inadequate cap-
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Figure 6.18: Noise figure measurement setup.

Figure 6.19: Measured (lines and symbols) and simulated (dashed lines) DSB noise figure
and downconversion gain of the receiver breakout.

turing of the correlation between the collector and base noise currents [1, 2].

6.4.2. Transceiver

6.4.2.1. Receiver

Although the transceiver with the on-die antenna feed could not be wafer-probed, certain

measurements could be carried out on the packaged chip, mounted on the PCB, by taking

advantage of the leakage from the transmitter to the receiver and of the detector placed at

the output of the transmitter.

The IF outputs of the receiver and divider chain were monitored with a spectrum analyzer

and an oscilloscope, and the injection-locking properties of the two VCOs were analyzed. As

the frequency difference between the transmit and receive VCOs, and thus the IF frequency,
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Figure 6.20: Measured (lines and symbols) and simulated (dashed lines) phase adjustment
range of the I-Q receiver and amplitude imbalance when the phase is calibrated.

was decreased to less than approximately 1GHz, the harmonics of the IF signal started

to emerge and modulating tones appeared in the divided-down receive VCO spectrum. In

order to avoid this injection-locked mode of operation, the rest of the transceiver measure-

ments were performed with 1.5 GHz frequency offset between the transmitter and receiver

VCOs. The upper limit of the IF frequency is 5GHz due to receiver bandwidth and package

limitations.

The phase difference and phase adjustment range of the I and Q IF outputs were mea-

sured by taking advantage of the leakage from the transmitter to the receiver. Figure 6.20

reproduces the measured phase adjustment range of the I and Q outputs of the receiver as a

function of the LO frequency. The phase difference can be adjusted from 70◦ to 110◦, which

agrees reasonably well with the simulated values. The discrepancy between measurements

and simulations in the lower range is attributed to the mismatch between the measured and

simulated performance of the quadrature hybrid, as well as to other layout imbalances in the

mixer that were intended to be calibrated out with this circuit.

Also shown in figure 6.20 is the measured amplitude imbalance between of the I and

Q receiver outputs when the phase is calibrated to be exactly 90◦ for each receiver LO

frequency. The amplitude imbalance remains less than 0.4 dB (better than simulation due

to the saturated operation of the mixer in the LO port) for the entire range, and could be

easily compensated by including variable gain in the baseband amplifiers.

Figure 6.21a reproduces an X-Y plot of the calibrated I and Q receiver outputs for two
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Figure 6.21: Quadrature receiver outputs.

LO frequencies while the corresponding time domain signals are shown in figure 6.21b.

6.4.2.2. Transmitter

In order to characterize the output power of the transmitter, the DC voltage of the on-

chip power detector was measured over frequency, as illustrated in figure 6.22a. Based on the

simulated performance of that detector (fig. 6.9b), the signal power at the transmit amplifier

output was estimated to be approximately 3.6-3.7 dBm across the entire TX VCO frequency

range. Furthermore, the less than 20mV mismatch between the measured and simulated

detector output voltages indicate that the error in the estimated output power is expected

to be less than 1 dB.

The output power control function was verified, as illustrated in figure 6.22b, by varying

the transmit amplifier output power control and monitoring the power of the receiver IF

output and the DC output voltage of the on-chip power detector. Furthermore, an ELVA-

1 D-band power sensor with a horn antenna was brought close to the chip and its power

reading was monitored 1. As seen in figure 6.22b, the three power measurements track each

other, indicating that the output power can be controlled over a range of at least 15 dB.

Furthermore, this experiment also validates the linear operation of the receiver since the

amplitude of the IF output signal due to transmitter leakage responds linearly to changes in

1This measurement was performed in the near field as the power sensor does not have enough sensitivity
to measure the power in the far field. Therefore, deembeding the free space loss was not attempted.



Implementation of 122GHz and 145GHz Distance Sensors 176

(a) Measured (lines and symbols) and simulated (dashed line) on-chip
power detector output voltage versus frequency and transmitter output
power.

(b) Transmitter output power versus control voltage measured with a
power meter, at the IF receiver outputs and at output of the on-chip
power detector at 122GHz.

Figure 6.22: Output power measurements.
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Figure 6.23: Measured and simulated H-plane normalized antenna radiation patterns with
and without the focusing lens (courtesy of Jurgen Hasch).

the transmitter output power.

6.4.2.3. Antenna

The relative radiation pattern of the antenna was measured at the output of the receiver

by placing the PCB with the packaged chip on a rotating table and illuminating it using a

122-GHz signal source. As illustrated in figure 6.23, two cases were compared: (i) the board

with the EM-coupled antenna alone, and (ii) the board with EM-coupled antenna and a

dielectric meniscus (convex-concave) lens with d=35mm diameter and 20mm focal length

which yields a maximum theoretical directivity of

D =
π2d2

λ2
= 33 dBi (6.7)

Based on the measured patterns of figure 6.23, the antenna gain is improved by 20 dB by

the lens. As a result, the estimated total antenna gain is 26 dBi.

6.4.2.4. Measurement of Rotation Speed

To verify the intended operation of the transceiver through the air, the speed of a rotating

reflector placed at various distances was measured using the evaluation board with the
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packaged chip and the dielectric lens.

In this simple test case, a portion of the transmitted signal at frequency fTX leaks into

the receiver input and another portion is transmitted and reflected back by the reflector.

The signal at the I IF output of the receiver can be expressed as:

IF(t) = Aleak cos
(
2πfIFt+ φleak

)
+ aR(t)Arefl cos

(
2πfIFt+ φrefl

)
(6.8)

where Aleak and Arefl are the amplitudes of the signal leaking from the transmitter to the

receiver and the reflected signals respectively, φleak and φrefl are the corresponding phases

while fIF = fTX − fRX is the IF frequency. aR(t) is a function that depends on the reflector

type, the antenna radiation pattern, and the rotation speed. In its simplest form, aR(t) is

unity when the reflector is in parallel with the evaluation board and zero elsewhere. The

amplitude of the reflected signal can be calculated by using the radar equation:

Arefl =
√

2Z0PRX =
(2Z0GRXPTXacouplerσ)

1/2Gantc

(4π)3/2f0R2
(6.9)

where Z0 = 50Ω is the termination impedance at the IF output.

Similarly, the I reference output is

REF(t) = Aref cos
(
2πfIFt+ φref

)
(6.10)

By multiplying the reference and IF output signals and low-pass filtering, the baseband

signal becomes:

BB(t) = AleakAref cos
(
φref − φleak

)
+ aR(t)AreflAref cos

(
φref − φrefl

)
(6.11)

Equation (6.11) indicates that the baseband signal includes a DC component that depends

on the leakage and a time varying part that depends on the rotation speed of the reflector.

Based on the simple model for aR(t), the strongest harmonic in the spectrum of the baseband

signal BB(t) will correspond to the rotation speed.

In practice, all four outputs of the chip could be further downconverted to a lower IF

frequency of a few MHz, digitized and processed by a digital signal processor [209]. However,

for a simple demonstration, the in-phase receiver IF output is amplified and multiplied with

the in-phase reference output using an external passive mixer, as illustrated in figure 6.24.

Figure 6.25 reproduces the BB(t) output in time and frequency domains for a 13 × 13 cm2

reflector, located 30 cm away from the PCB (including the dielectric lens). Figure 6.26 shows

BB(t) when the reflector is positioned 2.1m away from the PCB. The lower frequency tones



6.4 Characterization of the 122GHz Sensor 179

LO

RF
IF

50MHz – 3GHz, 

15dB Gain LNA0-50dB Gain 

LF Amplifier

40 KHz Low-

Pass filter

16 bit

200 KS/sec
ADC

50MHz – 3GHz 

Passive Mixer

122 GHz 

Transceiver 

on PCB

Lens

Rotating
Reflector

IF Out

Reference Out

Figure 6.24: Rotation speed test setup.

(a) Spectrum. (b) Time domain signal.

Figure 6.25: Measured speed of a rotating reflector placed at 30 cm above the board.
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(a) Spectrum. (b) Time domain signal.

Figure 6.26: Measured speed of a rotating reflector placed at 2.1mabove the board.

in figure 6.26a correspond to movement spurs caused by the person who held the rotor in

place. The difference in rotation speed between the two positions is also caused by this

person’s movement. In both experiments the transmitter frequency was 122GHz while the

receiver frequency was 120GHz.

6.5. 145GHz Sensor Architecture and Circuit Design

Circuits that operate in the mm-wave frequency range typically have little design margin

and are sensitive to process variation and model inaccuracies, thus exacerbating the need to

test every part before delivering it to the customer. This requirement is in sharp contrast

with the fact that mm-wave test equipment, especially in the W and D-bands, is cumbersome,

has limited capabilities and very high cost. Therefore, implementing self-test features on-

chip will go a long way to solving these problems and to reduce (or eliminate) the use of

mm-wave test equipment [210].

In previous work, self-test was demonstrated in 77GHz phased arrays [211] and mix-

ers [212] but not in integrated transceivers. In the 140-GHz band in particular, which has

emerged as a potential candidate for next generation radar systems [213,214], neither self-test

nor calibration functionality has been implemented.

In this section, the first fundamental frequency, fully integrated radar transceiver op-

erating at 143-152GHz is presented. The transceiver implements the proposed heterodyne

architecture with built-in calibration. In addition, it features several built-in self-test (BIST)

capabilities that allow for the testing of most of its functionality without using external mm-

wave equipment.
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6.5.1. Architecture

The block diagram of the proposed transceiver is shown in figure 6.27. The system archi-

tecture is similar to that of the 122GHz IQ heterodyne sensor along with some improvements

based on the experience gained from it. First, the receivers in the 145GHz system are double

sideband and not IQ. Measurements in the 122GHz system indicated that low-IF frequen-

cies, lower than 1GHz, can be achieved without injection locking the TX and RX VCOs

if adequate buffering is provided to the VCOs. Therefore, the IQ receivers were dropped

in order to reduce the system complexity and associated power consumption, but also to

reduce the number of circuits in the LO path and thus increase the LO signal power at the

mixers. This will decrease the mixer contribution to the system noise and increase their

gain. Second, the main and reference channels were made perfectly symmetrical, in contrast

to the system of figure 6.1. This symmetry is necessary for the proper calculation of the

error coefficients by the calibration method.

Several BIST features have been included in order to facilitate simple low-frequency, low-

cost testing and on-line monitoring of the circuit performance. First, divide-by-64 chains

have been introduced for both the TX and RX VCOs. Apart from allowing the VCOs to

be locked by external PLLs, the dividers provide a low frequency signal that can be used to

independently verify the tuning range and phase noise of the VCOs.

Bidirectional power detectors, capable of measuring the forward and reflected waves, have

been inserted between the RX LO distribution tree and the mixers, as well as between the

TX LO distribution and the transmit amplifiers. Their role is to monitor the signal power

provided by the LO distribution trees and to isolate potential problems either in the mixers,

transmit amplifiers, or in the VCOs. Similar detectors were also placed at the outputs of

the primary and of the reference channel. Apart from measuring the transmit power, the

detector reading of the reflected power can be employed to calculate the reflection coefficient

at the TX output and thus determine whether the antenna is well matched.

A digital impedance tuner has been added at the output of the reference channel in

order to implement the calibration procedure proposed in section 5.6.3. In addition to

calibration, the same process also performs a full functional test on the capability of the

reference channel to measure the amplitude and phase shifts generated by the tuner. Any

unwanted degradation of the receiver gain, additional delays or increased TX to RX leakage,

that would indicate a malfunction, will be reflected in the error coefficients and can be easily

identified.
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Figure 6.27: Block diagram of the radar transceiver.
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Figure 6.28: Schematic of the bidirectional power detector.

6.5.2. Circuit Design

The schematic of the bidirectional power detector is illustrated in figure 6.28. It is based

on a 10-dB coupled-line directional coupler whose coupled outputs are terminated on bipolar

detectors. The inputs of the bipolar detectors need to be matched to 50Ω, i.e. to the coupler

characteristic impedance. A coupling ratio of 10 dB was selected in order to minimize the

impact of the detector on the signal path. Since the portion of the signal that will be

routed to the detectors is decided by the coupling ratio, the transistor size in the bipolar

detectors can be freely selected, in contrast to the detector employed in section 6.2.5, where

the smallest transistor size had to be used. This allows for optimizing the transistor size in

order to easily match the bipolar detectors to 50Ω and to maximize their responsivity.

The schematic of the proposed, digitally controlled impedance tuner is shown in fig-

ure 6.29. The nFET transistors act as two-state (high/low) resistors, and their parasitic

capacitance is tuned out by the shunt inductors. The 45◦ transmission line rotates ΓC by a

total of 90◦, rendering it purely imaginary, as opposed to ΓT which ideally assumes only real

values. As a result, the reflection coefficient at the input of the coupler becomes:

Γin = ΓT + jΓC (6.12)

which ideally maps to a square around 0 + j0 when ΓT and ΓC vary from 0 to 1. In this

design, four bits were selected to control ΓT and four bits to control ΓC.

The LNAs, VCOs, TAs and downconvert mixers employ the same 1.2/1.8V HBT-only

topologies as those in the 122GHz sensor. Digital gain control has been implemented in

all amplifiers and the corresponding control bits, along with those needed to program the

impedance tuner, are provided by a serial interface. The digital gain control has been
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Figure 6.30: Digital control circuit schematics.

achieved by employing the circuit of figure 6.30a, where the current through the diode

connected HBT current mirror is controlled through pFET switched current sources. The

gate of each pFET finger can be switched between VDD, when transistor is off, and Vbias

which generates 100 μA current flow. Selecting the appropriate number of fingers that are

set to Vbias will thus adjust the current through the HBT mirrors and the resulting gain of

the circuit at which their current is mirrored (e.g. to transistors Q3 and Q4 of figure 6.2).

The outputs of the power detectors and temperature sensors can be scanned through

the on-chip analog multiplexer (MUX) of figure 6.30b, which is also controlled by the serial

interface. The MUX is composed of CMOS transmission gates whose outputs are shunted

together and their inputs are connected to the analog signals to be read. By enabling only

one transmission gate and disabling all the others, the corresponding analog signal is read

from the common output.
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Figure 6.31: Die microphotograph.

6.6. Measurement Results for the 145GHz Sensor

A die photograph is shown in figure 6.31. It occupies an area of 2.6mm × 2.3mm.

The power consumption is 800mW from 1.2 and 1.8V power supplies. The measured tuning

characteristics of the VCO are plotted in figure 6.32. The frequency range spans from approx-

imately 143 to 152GHz, with the range covered by the VCO fine control being approximately

800MHz.

Figure 6.33 depicts the receiver downconversion gain and double-side band noise figure,

as measured on a stand-alone receiver breakout. The NF remains below 10.5 dB across the

whole band. Interestingly, the NF is slightly lower that the 10-11.5 dB of the 122GHz receiver

(fig. 6.19), although the frequency of operation is 20-30GHz higher. This is attributed to

two facts. First the IQ calibration block was removed and the mixers are double sideband,

requiring less splitting of the LO signal and thus receiving higher LO power. Second, a

differential layout asymmetry in the VCO layout has been corrected in the 145GHz version.

This fix allowed the VCO to provide higher output power, which also contributed to the

increase of the LO power at the mixers.

Figure 6.34a reproduces the measured S-parameters of the bidirectional power detector

breakout. The detector is well matched and its loss remains below 0.8 dB across the whole

D-band. This demonstrates that the power detector introduces a very small loss burden
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Figure 6.32: Measured VCO tuning curve.

Figure 6.33: Measured receiver gain and DSB noise figure.
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(a) S-parameters. (b) Pin −VDC at 146GHz.

Figure 6.34: Bidirectional power detector measured S-parameters and Pin − VDC character-
istic.

when employed to monitor internal system nodes. Figure 6.34b depicts the measured VDC

versus Pin characteristic of the detector breakout. Because of the 10-dB coupler, only a

fraction of the power reaches the bipolar detectors, which typically exhibit a linear Pin−VDC

characteristic at low power levels. According to simulation, the linear behavior extends to

power levels as high as +1 dBm.

Figure 6.35 shows the measured Γin states of the impedance tuner breakout at 146GHz.

Due to the non-idealities of the hybrid coupler used in the tuner and imperfect tuning of the

output capacitance of the nFET resistors, the locus is not centered exactly around 0 + j0.

However, the impedance states are adequately separated and the tuner can provide a wide

range of phase delays to test and calibrate the transceiver.

For testing purposes, the chip was wire-bonded in open-lid QFN package, similar to

the one of figure 6.11a, which was then soldered on a simple FR-4 PCB. The board was

mounted on a probe station in order to probe the antenna port of the primary channel of

the transceiver.

Figure 6.36 illustrates the output power of the transceiver chip measured with the on-

chip power detectors as well as by probing the antenna port and using a commercial D-band

ELVA power sensor. The measured power at the antenna port is consistent with the on-

chip power sensor readings since 7-8 dB loss between the transmit amplifier output and the

antenna pad are expected due the 6-dB coupler and the associated interconnect.

Finally, the on-chip tuner was used to calibrate the reference channel using equation

(5.61). Figure 6.37 illustrates the reflection coefficient of several tuner states, without any

correction, compared with the corresponding measured states of the standalone tuner. After
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Figure 6.35: Measured Γin states of the impedance tuner breakout at 146GHz.

Figure 6.36: Measured output power of the transceiver measured at the transmit amplifier
output using the on-chip power detector, and at the antenna port with an external power
sensor.
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Figure 6.37: Measured reflection coefficients at 146GHz using the transceiver chip and the
tuner before and after calibration.

applying a calibration with three impedance states, the RMS error in the corrected reflection

coefficients was less than 1%.

6.7. Summary

Two single-chip, low-power, SiGe BiCMOS transceivers operating at 122 and 145GHz

have been presented. By careful selection of circuit topologies, the power supply voltage

was kept below 1.8V and the power consumption was reduced to less than 900mW in both

cases. The systems employ new architectures that allow for significant improvement in their

SNR and systematic errors, while simultaneously focusing on demonstrating low cost systems

above 100GHz.

Specifically, by employing an on-chip antenna feed along with an external patch res-

onator, no off-chip transitions were necessary at the 122GHz chip. As a result, the chip

was wirebonded in a low-cost, open-lid QFN package, illustrating the feasibility of low cost,

highly integrated D-band systems. The 145GHz transceiver attempted to further expand

on the idea of reducing the cost by incorporating power detectors and an impedance tuner

that allow for built-in self-test and for the implementation of a novel calibration approach.

Table 6.2 compares the performance of the transceivers presented in this chapter with

recently published work above 100GHz.
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Table 6.2: Transceiver performance comparison

f0
(GHz)

GRX

(dB)
NF
(dB)

P1dB
(dBm)

Pout

(dBm)

PN
(1MHz)
(dBc/Hz)

PDC

(W)
fT/fmax

(GHz)
Notes

[179] 122 21 11 -44 - -94 0.37
245/350
SiGe

Receiver
2× 60
GHz

[178] 140 30 12 - -8 -80 1.5
230/280
SiGe

Transceiver
2× 70
GHz

[177] 160 - - - 1 -89 1.7
260/380
SiGe

Transmitter
9× 17.7
GHz

[177] 160 25 14 - - -89 1.5
260/380
SiGe

Receiver
9× 17.7
GHz

[207] 122 - - - 2 -95 0.35
210/240
SiGe

Transmitter
1× 122
GHz

[215] 118 - - - -8 - 0.2
65nm
CMOS

Transmitter
ext. LO

[216] 220 3.5 7.4 - - - 0.11
200/300
GaAs

Receiver
4× 55
GHz

[217] 123 3 5 - - - 0.12
200/300
GaAs

Receiver
4× 30
GHz

[214] 160 27 12 - 0 -82 2
230/280
SiGe

Transceiver
2× 80
GHz

This
Work

122 13 11.5 -20 3.6* -100 0.9
230/280
SiGe

Transceiver
1× 122
GHz

This
Work

145 14 10 -20 -12** -82 0.8
230/280
SiGe

Transceiver
1× 145
GHz

* At the transmitter output, not including the antenna coupler and antenna.
** At the antenna port.



7 Conclusions

7.1. Summary and Contributions

This thesis presented new ideas at the circuit and system level for a variety of high

frequency applications. After revisiting the theory behind high frequency small and large

signal amplifier design in chapters 2 and in the beginning of chapter 3 respectively, a new

circuit topology for power amplification in nanoscale CMOS was proposed in chapter 3. The

purpose of the proposed power amplifier approach was to boost the achievable efficiency

by making use of class-D, switched mode operation and by minimizing the use of passive

components.

Proceeding into system level considerations, chapter 4 presented a transceiver for E-

band communications that features an alternative transmitter architecture to facilitate direct

QPSK modulation, while avoiding the need for separate upconversion and linear power

amplification. Lastly, Chapter 5 reviewed the critical system level considerations behind

radar systems and proposed two new architectures for implementing a precision distance

sensor, the details of which were presented in chapter 6.

7.2. Future Work

The distance sensors presented in chapters 5 and 6 were developed as part of a collab-

oration between the university of Toronto, Robert Bosch GmbH and several other research

partners in the European Union SUCCESS project (http://www.success-project.eu/).

The developed chips are being packaged by the project partners and a system demonstra-

tor was built. Preliminary results have already been reported in [209], demonstrating the

feasibility of the approach.

The SNR formulas and predictions of chapter 6 were only used as a guidance for system

design and have not been experimentally verified in this thesis. Although these formulas are

191
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based on the fundamentals of radio systems and noise, their experimental verification would

be important in order to investigate if there are other unmodeled sources of noise that would

limit the system performance.

The distance sensors could be redesigned in a more advanced SiGe process, such as [27],

which would provide room for considerable reduction in the power consumption. Along with

a silicon antenna lens with a very small form-factor, such a chip would have the potential

to be used in smart-phones or other portable devices, where there is a quest for increasing

integration of different sensors in a single device.

The power amplifier of chapter 3 can provide a very good solution for integrating power

amplifiers in CMOS transceivers. However two issues need to be resolved. First, a boost

converter needs to be implemented in the same technology in order to generate the high

supply voltage required by the stacked PA. Such a converter using a stacked architecture

has been demonstrated in [218]. Second, the class-D amplifier needs to be linearized to

process variable envelope signals. The most promising technique for this is through the use

a bandpass ΔΣ modulator [106,219,220].

The transistor sizing methodology of chapter 3 is based on optimizing the drain efficiency

of only the output power amplifier stage and did not account the driver stages. The main

difficulty in doing so is the fact that all the parasitic capacitors were assumed to always fully

charge and discharge at every conduction cycle. This is not the case for the drivers whose

transistors needs to be sized precisely in order to be able to drive the input capacitance of

the following stage. Therefore, a different mathematical procedure is required for optimizing

the size the transistors of the driver stages that will minimize their power consumption while

being able to drive the final PA stage. With such an approach, it will be possible to optimize

the PAE of the multistage PA.

Another obvious application of the class-D CMOS PA is as a broadband, high voltage

driver for optical modulators. Ideally, a level shifter that will provide the appropriate signal

at the pFET top transistor without the need for a capacitor will be included. This will

alleviate the low frequency roll-off and render the amplifier capable of processing signals

with low frequency content.

7.3. List of Publications

The work described in this thesis has been presented in the following publications:

• I. Sarkas, J. Hasch, A. Balteanu, and S. Voinigescu, “A Fundamental Frequency 120-

GHz SiGe BiCMOS Distance Sensor With Integrated Antenna,” IEEE Transactions

on Microwave Theory and Techniques, vol. 60, no. 3, pp. 795–812, Mar. 2012.
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• I. Sarkas, S. Nicolson, A. Tomkins, E. Laskin, P. Chevalier, B. Sautreuil, and S. Voinigescu,

“An 18-Gb/s, Direct QPSK Modulation SiGe BiCMOS Transceiver for Last Mile Links

in the 70-80GHz Band,” IEEE Journal of Solid-State Circuits, vol. 45, no. 10, pp.

1968–1980, Oct. 2010.

• I. Sarkas, A. Balteanu, E. Dacquay, A. Tomkins, and S. Voinigescu, “A 45 nm SOI

CMOS Class-D mm-Wave PA with >10Vpp differential swing,” in IEEE International

Solid-State Circuits Conference (ISSCC) Digest, Feb. 2012, pp. 88–90.

• I. Sarkas, M. G. Girma, J. Hasch, T. Zwick, and S. P. Voinigescu, “A Fundamental

Frequency 143-152GHz Radar Transceiver with Built-in Calibration and Self-Test,” in

Compound Semiconductor Integrated Circuits Symposium (CSICS) Digest, Oct. 2012.

• I. Sarkas and S. P. Voinigescu, “A 1.8VSiGe BiCMOS Cable Equalizer with 40-dB

Peaking Control up to 60GHz,” in Compound Semiconductor Integrated Circuits Sym-

posium (CSICS) Digest, Oct. 2012.

• E. Laskin, A. Tomkins, A. Balteanu, I. Sarkas, and S. Voinigescu, “A 60-GHz RF IQ

DAC Transceiver with On-Die at-speed Loopback,” in IEEE Radio Frequency Inte-

grated Circuits Symposium (RFIC) Digest, Jun. 2011.

• I. Sarkas, E. Laskin, J. Hasch, P. Chevalier, and S. Voinigescu, “Second Generation

Transceivers for D-band Radar and Data Communication Applications,” in IEEE In-

ternational Microwave Symposium (IMS) Digest, May 2010, pp. 1328–1331.

• I. Sarkas, S. Nicolson, A. Tomkins, E. Laskin, P. Chevalier, B. Sautreuil, and S. Voinigescu,

“A 12-Gb/s, Direct QPSK Modulation SiGe BiCMOS Transceiver for Last Mile Links

in the 70-80GHz Band,” in Compound Semiconductor Integrated Circuits Symposium

(CSICS) Digest, Oct. 2009.
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